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Abstract—Recently, grid computing has been widely focused on the science, industry, and business fields, which are required a vast amount of computing. Grid computing is to provide the environment that many nodes (i.e., many computers) are connected with each other through a local/global network and it is available for many users. In the environment, to achieve data processing among nodes for any applications, each node executes mutual authentication by using certificates which published from the Certificate Authority (for short, CA). However, if a failure or fault has occurred in the CA, any new certificates cannot be published from the CA. As a result, a new node cannot participate in the grid environment. In this paper, an off-the-shelf scheme for dependable grid systems using virtualization techniques is proposed and its implementation is verified. The proposed approach using the virtualization techniques is to restart an application, e.g., the CA, if it has failed. The system can tolerate a failure or fault if it has occurred in the CA. Since the proposed scheme is implemented at the application level easily, the cost of its implementation by the system builder hardly takes compared with other methods. Simulation results show that the CA in the system can recover from its failure or fault.
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I. INTRODUCTION

Recently, grid computing has been widely focused on the science, industry, and business fields, which are required a vast amount of computing [1]–[3]. Grid computing is to provide an environment such as parallel computers or supercomputers, which many nodes (i.e., many computers) are connected with each other through a local/global network and it is available for many users. Although the environment of the grid computing is similar to that of a cluster computing, the cluster computing is difficult to connect with heterogeneous-typed computers each other. On the other hand, the grid computing can easily make the connection with the computers.

In addition as an example, to achieve the data processing among nodes in the grid computing, each node executes mutual authentication between the nodes, e.g., clients/servers, by using certificates which published from Certificate Authority (for short, CA). However, if a failure or fault has occurred in the CA, any new certificates cannot be published from the CA. As a result, a new node cannot participate in the grid environment. Furthermore, when the grid environment is recovering by building a new CA, the process of recovering can be consumed time in proportion to the system-scale.

To overcome the problem mentioned above, many methods for fault tolerance of grid resources have been developed [7]–[21]. These methods are as follows: fault detection and fault recovery (e.g., checkpointing and process migration, resource replication, etc.). Especially, one of the technologies is that of the “virtualization” [13]–[21]. Generally, virtualization is the technology to enable a single computer to support multiple operating systems simultaneously by virtual hardware interfaces [4]–[6], such as a host OS typed, a hypervisor typed virtual machine, and a virtual environment. The feature of the virtualization is to facilitate to build various execution environments by different operating systems through the virtual hardware interface. This makes it possible to coexist with various operating systems on the single computer, because the virtual hardware interfaces can absorb the variation of the different hardware [5]. Thus, the same execution environment can build on the different hardware physically.

In the grid environments, virtualization techniques for grid systems have been studied in [13]–[21]. Trusted computing is performed by a virtual machine-based platform for achieving a tamper-resistant hardware platform [13]. Virtual machines are provided and managed for the grid computing [14], which is particular to virtual machines being copied to provide the same execution environments across the grid environment. A distributed file system for virtual machines is supported in grid computing [15]. In addition, to provide security, a virtual hosting system through lightweight user-level virtualization is implemented [17]. This hosting method allows isolation, such as a storage, network, and process space. A virtual storage system is implemented by virtual organization repository [16]. Besides, for application, virtualization techniques are used in a university grid center [18]. On the other hand, for fault tolerance, a protocol of grid migration system by network storage has been studied and implemented in [20]. A job management system for detecting a process failure has also studied in [21]. These techniques have their drawbacks such that the cost of their implementations may take and also may have their complexity.

In this paper, concerning about the virtualization which can build the same execution environment on different hardware platforms, an off-the-shelf scheme for dependable grid systems using virtualization techniques is proposed and is implementation is verified. The proposed method is a way of restarting an application, e.g., the CA, which has been down because of its failure or fault. It is also verified whether the time of recovering the system to be reduced or not. The proposed method is that the CA running a platform (an operating system) on a virtual environment using the virtualization techniques is migrated on a different platform by some configuration files. The configuration files are copied on the different platform by using a backup tool periodically. Then, by using a surveillance program, i.e., a watchdog program, the CA is periodically confirmed whether it be down.
or not. In this way, if the CA has become down because of a failure or fault, a virtual environment (virtual machine) is invoked from the configuration files, then the CA is recovered automatically. Since the proposed scheme is implemented at the application level easily, the cost of its implementation by the system builder hardly takes compared it with other methods. Simulation results show that the CA in the system can recover from its failure or fault.

The rest of this paper is organized as follows: In Section II, we provide preliminaries for this paper. Section III presents the proposed dependable grid systems. Section IV evaluates the proposed system. Section V discusses the proposed system. Finally, Section VI summarizes and concludes this paper.

II. PRELIMINARIES

In this section, grid computing, certificate authority for fault-tolerance, and virtualization are described briefly.

A. Grid Computing

Grid computing is to provide that the mechanism of connecting each of distributed information resources (e.g., computers, databases, observation equipments, etc.) in a remote place through a network and that many users can share the connected information resources [1], [2]. The grid computing is classified into three types: computing grid, data grid, and service grid. Generally, these grids can yield high performance of information processing as parallel computers or supercomputers virtually.

Since low-cost computers are preferable to build the system of the grid computing, many general-purpose computers, which are composed of cheap commercial-off-the-shelf components, are used for the system. Thus, the system by using many such computers is able to be improved the system performance even if those computers have used ones. On the other hand, the system being built by the low-cost computers is prone to occurring a fault or failure. As a result, the system reliability is reduced.

For the grid computing, a middleware is needed since it absorbs the difference in the specifications for each computer, and provides information for applications. There is the globus alliance which has developing such a middleware called the Globus Toolkit. This toolkit is going to be the standard to build the grid system [3].

B. Certificate Authority

A certificate authority is an entity which trusted by one or more users to create and assign public key certificates and be responsible for them during their whole lifetime. The role of the CA is very important in the grid environment. As described in the previous section, the grid environment is provided through some networks which are available for many users. Thus, security is required for the users. There are mainly two methods for the security in the grid system. One is mutual authentication using certificates by PKI and X.509 based on Certificate Authority (CA, for short) [1]–[3]. The certificates make use of SSL protocol and WS security. The other is proxy certificates which are the extension of X.509 (cf. RFC 3820). Delegation is implemented by the proxy certificates. Concerning to the CA, there are My Proxy and Grid Portal, and so on [1]–[3].

By the mutual authentication, the server/client verifies each other, when the client throws a job into the server. Then, the job starts in the server. The necessary condition in the authentication is that the server/client has a certificate which proves for them. In addition, the certification has signed by the CA [1]–[3].

If a fault or failure has occurred in the CA by any causes, the CA cannot publish the certification. From this point, a new node (client or server) is not able to participate in the grid environment. As a result, the system performance, e.g., scalability and availability, is declined due to the faulty CA. Therefore, the CA should have its fault tolerant property.

C. Virtualization

Virtualization is a technique which can build any execution environments virtually on a computer. Many virtualization techniques use a virtual execution environment which is called a virtual machine [4]–[6]. Conventionally, more than one operating system cannot coexist in the hardware originally. However, the virtual machine makes any operating systems on single hardware running simultaneously. The virtualization was firstly used in the IBM mainframe computer [5]. Recently, virtualization has become noticed by the free software, e.g., Microsoft Virtual PC and VMware Player, due to an advanced high performance hardware [4]–[6].

III. OFF-THE-SHELF DEPENDABLE GRID SYSTEM

In this section, an overview of the proposed methods in implementing a grid dependable system; the methods such as backup, failure/fault detection, and recovery are presented, respectively.

A. Overview of Proposed Methods

The proposed approach is to make backup of the environment with the files, which are described the configuration of the system information. In this paper, the CA is used as one...
of applications by the proposed methods. Then, the backup is sent to another client (a spare node) regularly. Note that the files of the backup are described the execution environment of the hardware (platform) used at that point. Thus, if the CA on a different hardware has recovered from the backup, the behavior of its OS becomes unstable due to disagreement of architectures or conflict of device drivers. In the worst case, the OS cannot work. On the other hand, to solve the problem by using virtual machine based on virtualization techniques, there are advantages as follows:

- A backup is easily facilitated, because the whole executable environment can gather in several files.
- Failure can hardly occur in the environment, because a virtual hardware (virtual machine) based on virtualization absorbs the difference of the environments.

Figure 1 shows the overview of the proposed methods. Concerning about the advantages mentioned above, the CA is built not on the environment in the hardware directly, but on the guest OS of the virtual machine [5]–[6]. Thus, fault tolerance makes it possible to obtain in three steps as follows:

**Step.1** From the main host which is working normally, the backup of the environment in the virtual machine is sent to a spare host as shown in Fig. 1 (1).

**Step.2** The existence of the main host is overseen by watchdog programs as shown in Fig. 1 (2).

**Step.3** If the main host has been down, the backup is invoked by the watchdog program of the client as shown in Fig. 1 (3). As a result, a virtual machine in the spare host boots up.

Note that VMware [5] is used for an example to make a virtual machine in this paper. The spare host may have the same performance characteristics as the main host. The proposed approach uses the virtualization in every server that is running a Grid Service. This may be a great source of performance degradation since it introduces a new abstraction layer. However, because of the recent advanced CPUs such as dual-core or multi-core processors, the performance degradation is considered to make it possible to control to some extent. The proposed approach is superior to other approaches in the low-cost point of view. For example, since the existing backup-recovery techniques are possible to adopt the proposed methods, the dependable gird system is easily implemented. However, the cost will take to implement such a database method in the grid system by including the development of the database program explicitly or implicitly.

### B. Backup Procedure

Fig. 2 shows the backup in the proposed method. The procedures of the backup in the virtual machine are as follows: Specifically, a backup, which contains some files in a host OS, is gained and it can build a virtual machine based on the VMware.

Table I lists the files and its volumes for the backup procedure. The first column of file in Table I presents a NVRAM file, a VMSD file, a virtual memory disk file, a virtual machine configuration file, respectively. Note that the files are copied in a spare node by a software tool such as BunBackup (version 2.61) through a network. Since the files were assigned for backup beforehand and they were set up to copy the files from a server to a client per two hours by BunBackup, the backup is performed automatically.

### C. Failure/Fault Detection Procedure

The procedures of detecting a failure or fault in the CA are described in the following. The detection of the failure/fault is performed to oversee by watchdog programs whether the CA is down or not through a network. If the CA is not identified by the programs, we regard it as a failure or fault has occurred. Fig. 3 shows an outline of detecting a failure or fault. In this paper, to detect a failure or fault, a client-server program is used. The program for the detection is implemented in a client and server, respectively. Note that the client is trying to send a query per 60 seconds to the server by a socket communication based on Winsock. After the server received the query, it is then to send an ACK to the client for its alive.
D. Recovery Procedure

When a failure or fault is detected, the CA is recovered by starting a virtual machine (a spare host) from the configuration files of the backup. In the case that a client cannot connect to a server which plays a role of the CA as described in the previous section, the client regards the server as to be faulty. Thus, a fault has occurred in the CA. The client also invokes a virtual machine from the configuration files of the backup in itself. The following source codes are a part of the program.

```c
/* trying to connect to a server; if it is error, then a file is opened */
if (connect(sock, (SOCKADDR *)&sockaddr,
            sizeof(sockaddr) != SOCKET_ERROR) {
    recv(sock, buf, MAX_PATH, 0);
}
```

The program of the client is trying to be a socket communication for that of the server. If the program fails in the connection, the configuration files of the backup will be opened. Concerning the server, an IP address, a port number, and a file name are described in a ini_file. The ini_file is located at the same directory as the program.

For example, an IP address is 192.168.1.5, a port number 1024, and a file test.txt to be run are written in the ini_file. First, the program is trying to connect the port number 1024 of the IP address 192.168.1.5. Then, the file test.txt is executed if the socket communication has failed.

In practice, to recover a virtual machine using the program automatically, a configuration file of the virtual machine (e.g., Other Linux 2.6.x kernel.vmx) is beforehand given over to the program of the virtual machine (e.g., Vmwareplayer.exe), so that a virtual machine can run automatically by this process. Fig. 4 shows an example of the recovery of the process. On the other hand, if the virtual machine fails to start itself, it needs to try it again.

Assumed that a failure/fault occurs in a host, the system survives up to $n - 2$ failures, where $n$ is the number of hosts. This is because at least two hosts must need for the detection/recovery of the failure/fault in the system.

IV. Evaluations

In this section, the environment for computer simulations, the way for the simulations, and the results are described.

A. Simulation Method

To realize the proposed dependable grid system, a grid environment was built by using the Globus Toolkit 4 [3].

### Table I

<table>
<thead>
<tr>
<th>File</th>
<th>Its Volume</th>
</tr>
</thead>
<tbody>
<tr>
<td>Other Linux 2.6.x kernel.nvram</td>
<td>9KB</td>
</tr>
<tr>
<td>Other Linux 2.6.x kernel.vmds</td>
<td>0KB</td>
</tr>
<tr>
<td>Other Linux 2.6.x kernel-flat.vmdk</td>
<td>16,777,216KB</td>
</tr>
<tr>
<td>Other Linux 2.6.x kernel.vmsd</td>
<td>1KB</td>
</tr>
<tr>
<td>Other Linux 2.6.x kernel.vmx</td>
<td>1KB</td>
</tr>
</tbody>
</table>

Table II shows each computer organization for building the grid environment. Note that two entries with parentheses in Table II are ones after recovering the CA.

Fig. 5 shows the simulation environment. In practice, three computers, denoted by PC1, PC2, and PC3, were used for the simulations as shown in Fig. 5. The grid environment was composed of two computers (PC1 and PC3). Assumed that a fault occurs in the PC1. The PC2 was used for a backup and recovery in simulations. Note that the PC2 can process ordinary jobs. Also note that the Globus Toolkit 4 was installed on the Fedora Core 4. The VMware Workstation 5.5.3 was used for virtualization as software. The user accounts for the use of the Globus Toolkit 4 and their roles are as follows:

- **root** as an administrator for hosts;
- **globus** as normal users for executing and installing the Globus Toolkit 4; and
- **gtuser** as any users for using services in the Globus Toolkit 4.

For the proposed system in Section III and the grid environment in Subsection IV-A, simulations were performed to verify the fault tolerance of the system in the following. Note that a virtual machine being built on the PC1 has its function of the CA and that of executing processes from other nodes. Also note that the PC3 is an ordinary node without the CA.

First, the backup was executed from the PC1 to the PC2 by the procedures as described in Subsection III-B. Then, the watchdog program as described in Subsection III-C and the recovery program as described in Subsection III-D were executed in the PC1 as a server and in the PC3 as a client. Finally, the PC1 made it down intentionally. For the PC being recovered automatically, two operations (i.e., A and B) were tried to execute as follows:

**Operation A**: Whether the recovered CA can add a node normally or not.

**Operation B**: Whether the recovered CA can request a process using a certification mutually or not.

Concerning to the operation A, each kind of authentication was executed. Also to the operation B, a job was thrown using a definition file which was used for checking the system in setting up the GRAM of the Globus Toolkit 4.

B. Simulation Results

In this subsection, simulation results are shown as follows: The PC1 (CA) made it down intentionally, so that we confirmed that a new CA can recover from the backup on the
PC2 by the watchdog program in two operations presented in
the previous subsection as follows:

In the Operation A, whether the recovered CA can add
a node normally or not. The result was that the CA can do
the new node. In the Operation B, whether the recovered CA
can request a process using a certification mutually or not.
The result was that the CA can do the process. As a result,
we confirmed that the recovered CA can publish the certificate
and it can add the new node (PC3). In addition, the PC3 can
process using the certificate from the PC2.

The time taken the backup was measured the mean of 10
times in each backup repeatedly. As a result, the time of
the backup was 937 seconds as shown in Fig. 6. Note that the
backup time is from the time which the files are started
transmitting to the time which all of the files are finished in
transmitting by a backup tool such as software.

Fig. 6. Simulation Results.

The time taken the recovery was measured the mean of 10
times in each recovery repeatedly. As a result, the time of
recovery was 76 seconds as shown in Fig. 6. Note that the
recovery time is from that the CA is booting to that it is to
accept a process on the PC2. Also note that the starting time
of the recovery and the finished time of that, respectively, are
measured from a watchdog program by a shellscript which put
on a virtual machine.

V. DISCUSSION

From the simulation results, since it is possible to add a new
node and to process mutual authentication, we can achieve
to build the dependable grid system. In the following, the
backup time, the recovery time, advantage in auto-recovery,
a watchdog program of virtual machine, the recovery from a
half-finished backup, and the application level fault-tolerance
are discussed.

VI. CONCLUSIONS

In this paper, we proposed an off-the-shelf scheme for
dependable grid systems using virtualization. The proposed
approach can apply it to heterogeneous environments by using
virtualization. Since backup and recovery use their existing
techniques concerning about commodity off the shell, fault tol-
erance can be easily achieved. Simulation results show that the

TAB. II

<table>
<thead>
<tr>
<th>Computer</th>
<th>CPU</th>
<th>Memory</th>
<th>HDD</th>
<th>Host OS</th>
<th>Guest OS</th>
<th>Host name</th>
<th>Line speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>PC1</td>
<td>Athlon64 3500+</td>
<td>1024MB</td>
<td>160GB</td>
<td>Windows XP</td>
<td>Fedora Core 4</td>
<td>grid1.elfox.org</td>
<td>100Mbps</td>
</tr>
<tr>
<td>PC2</td>
<td>Pentium4 2.6GHz</td>
<td>512MB</td>
<td>80GB</td>
<td>Windows XP</td>
<td>(Fedora Core 4)</td>
<td>(grid1.elfox.org)</td>
<td>100Mbps</td>
</tr>
<tr>
<td>PC3</td>
<td>Pentium4 2.4GHz</td>
<td>512MB</td>
<td>80GB</td>
<td>Fedora Core 4</td>
<td>none</td>
<td>grid2.elfox.org</td>
<td>100Mbps</td>
</tr>
</tbody>
</table>

- **Backup Time**: Since the backup is executed through a
  network which is connected by the 100Mbps LAN, the
  speed of transmitting data could be a bottleneck. Thus,
  the backup time is considered to reduce by a high speed
  LAN.
- **Recovery Time**: Since the watchdog programs are con-
  firmed the alive of nodes per 60 seconds, the time is
  passed at most 60 seconds if the node has been down as
  soon as after the confirmation. Consequently, since the
  average time is 90 seconds until a virtual machine has
  invoked and its process has finished, the recovery time
  becomes around from 90 seconds to 210 seconds.
- **Advantage of Auto-recovery**: In this paper, the CA is
  recovered automatically by a watchdog program. How-
  ever, in the case that the CA is not needed for other
  nodes immediately, the CA may recover by a manual
  operation. On the other hand, in the case that the CA is
  needed for one node, which executes its process and its
data are stored on the CA, the CA should be recovered
  by automatically.
- **Surveillance of Virtual Machine**: Since the watchdog
  programs are running on the OS in a server and client,
  the alive of the virtual machine is not watched itself.
  This reason is the use of a socket communication by the
  Winsock program so that another platform may be not
  worked. Thus, the program which can run multiplatform
  should be developed.
- **Recovery from the half-finished Backup**: In the case
  that the CA is with its backup half-finished done and is
  down, the recovery process is not worked correctly,
because the files of the backup are always stored as the
  files are overwritten. Thus, the files of the backup are not
  stored correctly. To solve this problem, the backup files
  are copied periodically and old files are stored until new
  files are stored completely. So that a watchdog program
  can recover the virtual machine safely.
- **Application level fault-tolerance**: Since the proposed
  approach does not deal with the data on processing are
  lost if a failure has occurred in the running application,
  the lost data cannot be recovered. Thus, to avoid this,
fault tolerance at the application level will be needed to
  implement by using checkpointing, replication, and
  database methods.
system using virtualization can tolerate a failure/fault such as hardware and software. Future research issue on the proposed methods remains to be explored: this includes enhancing more availability and dependability in using checkpointing methods or other related methods.
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