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Abstract—The overlay approach has been widely used by many service providers for Traffic Engineering (TE) in large Internet backbones. In the overlay approach, logical connections are set up between edge nodes to form a full mesh virtual network on top of the physical topology. IP routing is then run over the virtual network. Traffic engineering objectives are achieved through carefully routing logical connections over the physical links. Although the overlay approach has been implemented in many operational networks, it has a number of well-known scaling issues. This paper proposes a new approach to achieve traffic engineering without full-mesh overlaying with the help of integrated approach and equal subset split method. Traffic engineering needs to determine the optimal routing of traffic over the existing network infrastructure by efficiently allocating resource in order to optimize traffic performance on an IP network.

Even though constraint-based routing [1] of Multi-Protocol Label Switching (MPLS) is developed to address this need, since it is not widely tested or debugged, Internet Service Providers (ISPs) resort to TE methods under Open Shortest Path First (OSPF), which is the most commonly used intra-domain routing protocol. Determining OSPF link weights for optimal network performance is an NP-hard problem. As it is not possible to solve this problem, we present a subset split method to improve the efficiency and performance by minimizing the maximum link utilization in the network via a small number of link weight modifications. The results of this method are compared against results of MPLS architecture [9] and other heuristic methods.
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I. INTRODUCTION

IP routing typically uses shortest-path computation with some simple metrics such as hop-count or delay. Although the simplicity of this approach allows IP routing to scale to very large networks, it does not make the best use of network resources [2]. In large Internet backbones, service providers typically have to explicitly manage the traffic flows in order to optimize the use of network resources. This process is often referred to as traffic engineering.

The goal of traffic engineering is to optimize the performance of operational networks [7]. Common objectives of traffic engineering include balancing traffic distribution across the network and avoiding congestion hot spots. In this paper, we consider a new approach that accomplishes traffic engineering objectives to overcome the splitting problem without full mesh overlaying. We present a formal analysis of the equal subset split and propose a systematic method for deriving the link metrics that convert a set of optimal routes for traffic demands to shortest-path with respect to the link weights.

We provide different approaches in Section II. In Section III we study the equal subset split approach. We describe the LP formulations and evaluate this method in Section IV. In Section V, we apply this method to the integrated approach. Then we draw conclusions.

II. BACKGROUND

Traffic engineering [2] has drawn much attention in recent years. Two important components of traffic engineering are traffic estimation and routing. A good understanding of the interplay between these two inter-related components will make significant contribution to network management and performance. A routing specifies how to route the traffic between each origin-destination pair across a network.

A. Integrated Approach

The Overlay approach [2] has been widely used by many service providers for traffic engineering in large Internet backbones. With this approach service providers establish logical connections between the edge nodes of a backbone, and then Overlay these logical connections onto the physical topology. These logical connections between edge nodes essentially form a full-mesh virtual network atop of the physical topology. While the Overlay approach has been widely implemented in current Internet backbones, it suffers the so-called “N-Square” problem. Second while IP routing runs over such a fully meshed virtual network, each edge node has to establish routing peering with (N-1) other nodes.

Yujei Wang, et al proposed a new approach called Integrated approach [3] that accomplishes traffic engineering objectives without full mesh overlaying. Instead of overlaying IP routing over the logical virtual network, the new approach runs shortest-path IP routing natively over the physical topology. It is theoretically proved that for any given traffic demands it is possible to select a set of link weights such that the shortest paths based on the selected link weights produce the same traffic distribution as that of the overlay approach with the assumption that traffic between the same
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source – destination pair can be split across multiple equal cost shortest paths, if exists.

Before we present the theoretic results, let us first illustrate with a simple example how the integrated approach works. Fig. 1 shows a simple network topology, link capacities, and traffic demands. Each link has a capacity of 5 units and each demand needs bandwidth of 4 units. Although link capacities, link weights and traffic demands are unidirectional in IP networks, we assume they are bidirectional here for simplicity.

Fig. 1 Network Topology, Capacity and Traffic Demands

To meet the traffic engineering objectives, we need to place the demands over the links in a way that the traffic distribution is balanced and there is no congestion or hot spot in the network. The optimal routes can be calculated using a linear programming formulation [8].

Since the network here is rather small, this process of traffic engineering can be done manually. The optimal routes for achieving balanced traffic distribution are as follows. Demand A to B uses path AB, and demand A to F uses AF. Demand B to F has two paths. Half of the demand goes over BCDGF and the other half over BCEGF. Demand A to E also has two paths. Half traverses path ADCE and the other half traverses ADGE. This optimal routing result in a 4-unit load on every link – the traffic distribution is balanced and the link utilization is 80% uniformly for the entire network. To implement the optimal routes with the overlay approach we simply set up six logical connections: AB, AF, BCDGF, BCEGF, ADCE and ADGE, and run IP routing over them. BCDGF and BCEGF appear as equal-cost paths, so routing protocols such as OSPF will perform load sharing over them. We simply calculate and set the appropriate link weights on the links, and the shortest-path routing will calculate the paths by itself. Fig. 2 shows the link weights under which the shortest paths match the optimal routes exactly.

This Integrated approach has a number of advantages. First, it retains the simplicity of IP routing and requires little changes to the basic Internet architecture. Once the weights are calculated and set, the shortest-path routing protocol such as OSPF [4] can calculate the paths in the normal way, and packets are forwarded along the shortest paths.

Second it eliminates the “N-Square” problem all together and reduces managing overheads in setting up logical connections.

B. OSPF Optimized Multipath

Another related work on achieving better traffic distribution without full-mesh overlaying is to use equal-cost load balancing in the OSPF routing protocol [5]. The effectiveness of this approach largely relies on how many equal cost shortest paths exists between each source and destination pair. In a related effort, OSPF link weights and equal traffic load sharing is combined to improve performance [6]. The analysis shows that the link weight optimization problem under equal load sharing is NP-hard.

In addition, a load search heuristic algorithm is proposed which achieves a performance quite close to the optimal routing only on a specific example. There are some issues in the equal cost splitting method. The solutions are flow specific – need destination specific solutions. Moreover it needs modification in IP routing.
III. OVERVIEW OF SUB-SET SPLIT

A. Subset split method

One approach to overcome the “splitting problem” is to approximate optimal link load. The current routing tables have thousands of routing prefixes. Instead of routing each prefix on all equal cost paths, we can selectively assign next hops to (each) prefix i.e., remove some equal cost next hops assigned to prefixes.

Let us first illustrate with a simple example how the subset split works. Fig. 3 (a) shows a simple network topology, link capacities and the prefixes of the hops in the network.

Fig. 3 (a) Subset split method – Simplified network

The prefixes of the hops are listed below.

Prefix A : Hops k,l
Prefix B : Hops k,l
Prefix C : Hops j,l
Prefix D : Hops j,l

Prefixes : D C
5 + 4 = 9

Prefixes : A B
2.5 + 0.5 = 3

Prefixes : D C B A
5 + 4 + 0.5 + 2.5 = 12

Fig. 3 (b) Subset split method – Complete flow from source “i” to destinations ‘j’, ‘k’ and ‘l’

Fig. 3(b) shows the complete flow from the source node “i” to the three different destination nodes namely “j”, “k” and “l” of the network topology illustrated in Fig. 3 (a).

For example we can assign D and C as prefix to j. Since the total capacity of the link i – j is 9, we can assign 5 units of D and 4 units of C i.e., we can equally divide the prefix’s capacities D and C to achieve the capacity 9 and assign next hops to each prefix. We can selectively assign the next hops based on the link capacities.

This subset split approach can be applied for selectively assigning next hops based on the link capacities of the prefixes for different demands of the network.

B. Routing and Performance Metrics

A routing \( f_{ij}(l) \) specifies the fraction of traffic for the Origin-Destination (OD) pair \( i \rightarrow j \) on link \( l \). When the demand for the OD pair \( i \rightarrow j \) is \( d_{ij} \), the traffic on link \( l \) is \( d_{ij}f_{ij}(l) \).

Fig. 4 An Example

In Fig. 4, we present two example routings for illustration. The vector \( (f_{i1j1}(l), f_{i2j2}(l)) \) on each link \( l \) specifies the routing. For example, in Fig. 4(a), \( (1,0) \) on link \( (i1,A) \) specifies that 100% of the traffic for OD pair \( i1 \rightarrow j1 \) travels link \( (i1,A) \); while no traffic of \( i2 \rightarrow j2 \) on \( (i1,A) \). The vector \( (0.5, 0.5) \) on link \( (A,B) \) specifies 50% of the traffic of \( i1 \rightarrow j1 \) (as well as \( i2 \rightarrow j2 \)) travels link \( (A,B) \). In Fig. 4(a), there are two paths for \( i1 \rightarrow j1 \), \( i1ABDj1 \) and \( i1ACDj1 \). There is only one path for \( i1 \rightarrow j1 \) in figure 4(b), \( i1ABDj1 \).

Similarly OD pair \( i2 \rightarrow j2 \) has two paths in Fig. 4(a), while there is only one path in Fig. 4(b).
A routing \( f \) is defined as:

\[
\forall i, \forall j \neq i : \sum_{e \in \text{OUT}(i)} f_{ij}(e) - \sum_{e \in \text{IN}(i)} f_{ij}(e) = 1;
\]

\[
\forall k, \forall i \neq k, \forall j \neq k, i : \sum_{e \in \text{OUT}(k)} f_{ij}(e) - \sum_{e \in \text{IN}(k)} f_{ij}(e) = 0;
\]

\[
\forall \text{edge } e, \forall i, j \neq i : f_{ij}(e) \geq 0;
\]

In the above, \( \text{IN}(i) \) and \( \text{OUT}(i) \) denote the sets of edges “into” and “out of” node \( i \) respectively.

For a given routing \( f \) and a given traffic demand \( D \) [10], the maximum link utilization measures the goodness of the routing, i.e., the lower the maximum link utilization, the better the routing:

\[
\text{max} \quad \sum_{i,j} d_{ij} f_{ij}(l) / C_{ij}(l)
\]

IV. OPTIMIZING LINK UTILIZATION OF THE NETWORK

A. Basic Assumptions

In this section, we first discuss the basic assumptions. We then introduce the mathematical notation, and present a linear programming formulation. In the above example, we consider balanced traffic distribution as the overall objective for traffic engineering. For some other applications, the optimization objectives may be different, such as minimum congestion or maximum throughput. We do not restrict ourselves to any specific objectives. Our results are generic and can be applied to all of these objectives.

We model the IP network as a set of nodes connected by links with fixed bandwidth capacities. We assume that the point to point traffic demands between nodes are given, each with a fixed bandwidth requirement.

B. LP Formulation

We next introduce the concept of linear programming (LP) [11] formulation. We model the IP network as a set of nodes connected by links with varying bandwidth capacities.

Let digraph \( G = (V, E) \) represent the IP network, where \( V \) is the set of nodes and \( E \) is the set of links. Please note that the links and their capacities are directional, i.e., link \((i,j)\) is considered different from \((j,i)\), each with its own capacity. \( C_{ij} \) represents the capacity of the link \((i,j) \in E \). Let \( K \) be the set of origin destination flows.

For \( k \in K \), \( d_k \) be the demand, \( s_k \) be the source and \( t_k \) be the destination node. \( X_{ijk} \) be the fraction of flow \( k \) going over \((i,j) \in E \). Let \( \alpha \) be the maximum link utilization. Our aim is to minimize the maximum link utilization.

\[
\min \alpha
\]

Subject to.

\[
\sum_{j : (j,i) \in E} X_{ijk} - \sum_{j : (i,j) \in E} X_{ijk} = 0, \quad i \neq s_k, t_k, k \in K \tag{1}
\]

\[
\sum_{j : (j,i) \in E} X_{ijk} - \sum_{j : (i,j) \in E} X_{ijk} = 1, \quad i \neq s_k, k \in K \tag{2}
\]

\[
\sum_{j : (j,i) \in E} X_{ijk} - \sum_{j : (i,j) \in E} X_{ijk} = -1, \quad i \neq t_k, k \in K \tag{3}
\]

\[
\sum_k k d_k X_{ijk} \leq C_{ij} \propto (i,j) \in E \tag{4}
\]

\[
X_{ijk} \geq 0 \tag{5}
\]

The objective function is to minimize the maximum link utilization. The first set of constraints \((1), (2)\) and \((3)\) are flow conservation constraints.

The constraint states \((1)\) that the traffic flowing into a node has to equal traffic flowing out of the node for any node other than the source node and the destination node for each demand, \((2)\) the net flow out of the source node is 1, which is the total required bandwidth after scaled by \( d_k \), and \((3)\) the net flow out of the destination node is -1. Next constraint \((4)\) is the link capacity utilization constraint. It says that the total amount of bandwidth consumed by all the demands routed on a link should not exceed the maximum utilization rate times the total capacity of the link. The last constraint \((5)\) restricts the \( X_{ijk} \) variables to be greater than or equal to 0.

We can solve the above LPF problem with the classic Simplex method [12]. The optimal solution of (LPF) gives a route or a set of routes (splitting) for each demand. In case that a demand has to be splitting, it also gives the proportions according to which the traffic between the source and the destination nodes should be distributed across the multiple routes.

Bertsekas and Gallager indicate in their textbook [13] that the optimization objectives of minimax link utilization and minimum average delay are essentially equivalent. So we introduce the linear programming formulation for minimum delay also.

B. Minimum Delay Routing

As we stated above the network is represented by a graph \( G=(V, E) \). The traffic matrix is given by \( r_{s,d}(d) \) i.e., the traffic entering \( s \) destined for \( d \). Then,

\[
r = \sum_{s,d} r_{s,d}(d)
\]

Let \( f_{ij}^{sd} \) be the expected traffic (bps) on link \((i,k)\) for source / destination pair \( s, d \) and \( f_{ik} \) be the expected traffic (bps) on link \((i,k)\). Then,

\[
f_{ik} - \sum_{i,d} f_{ij}^{sd} (i,k) \in E
\]
The delay of message from s to d is $T_{sd}$ and T be the delay of random message. Then the LP formulation is,

$$D_T (\{f_{ik}\}) \equiv E[T] = r^{-1} \sum_{s \in V} r_s (d) \ E[T_{sd}]$$

Minimize $D_T (\{f_{ik}\})$

Subject to.

Flow constraints

The objective function is to minimize the delay of message from source to destination of a random message. The flow constraints are already stated in the LP formulation itself. The optimal solution gives a route or a set of routes that has only a minimum delay for the delivery of a random message from source to destination.

V. CONCLUSION

The new approach is proposed for achieving traffic engineering in the backbones. Instead of relying on the mapping of logical connections of physical links to manage traffic flows in the network, we run IP routing natively over the physical topology, and control the distribution of traffic flows through setting appropriate link weights for shortest path routing. For any set of optimal routes, shortest paths will be calculated with respect to a set of positive link weights. Instead of routing each prefix on all equal cost paths, selectively we can assign next hops to each prefix. This will minimize the maximum link utilization and improve the quality of routing to almost perfect.

As stated by Bertsekas and Gallager the essential optimization objectives, i.e., minimize the maximum link utilization and minimum average delay are achieved by this Integrated sub-set split approach. Besides these major objectives, there are other factors to consider, such as path dispersion and path variation [14]. Path dispersion is concerned with the number of paths. Path variation is concerned with how far the paths are from the shortest paths and variation of path lengths.

We studied the quality of the routing with no knowledge of traffic demands based on the path dispersion and the path variation. The Integrated equal sub-set split approach strikes a good balance between the conflicting objectives of minimizing the maximum link utilization and optimizing the quality of the routing with the help of the minimum delay LP formulation. Moreover the heuristics provide good performance.
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