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Abstract—This work concerns the evolution and the maintenance of an ontological resource in relation with the evolution of the corpus of texts from which it had been built.

The knowledge forming a text corpus, especially in dynamic domains, is in continuous evolution. When a change in the corpus occurs, the domain ontology must evolve accordingly. Most methods manage ontology evolution independently from the corpus from which it is built; in addition, they treat evolution just as a process of knowledge addition, not considering other knowledge changes. We propose a methodology for managing an evolving ontology from a text corpus that evolves over time, while preserving the consistency and the persistence of this ontology.

Our methodology is based on the changes made on the corpus to reflect the evolution of the considered domain—augmented surgery in our case. In this context, the results of text mining techniques, as well as the ARCHONTE method slightly modified, are used to support the evolution process.
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I. INTRODUCTION

In various domains, and especially those which are specialized, such as in industry and medicine, pieces of knowledge that represent the heritage of the organization (hospital, ...) are numerous, distributed over several sources, and dynamic in continuous evolution.

The first issue is to characterize the transformation of knowledge expressed in many forms (text, experts ...), into a knowledge formalized with the ontology model.

The second issue is to manage evolution in the knowledge domain (specifically the corpus of texts), during the life cycle of the model which represents it (ontology in our case).

Many studies [1, 2, 3, 4, 5] aimed at answering the first question. On the other hand, concerning the second issue, several studies highlight the major importance of ontology evolution, and the lack of approaches to manage it [10, 11, 16].

The main objective of our work is to propose general methodologies, with detailed steps, to manage the ontology evolution based on the knowledge contained in a corpus of texts.

This methodology integrates text mining techniques, and is based on the ARCHONTE method proposed by Bruno Bachimont [18], with a slight modification to maintain the steps of ontological evolution.

Our scope is augmented surgery, and more specifically computer-assisted medical gestures, which aim at assisting the doctor and surgeon in order to perform the least invasive, and most precise diagnostic or therapeutic gestures, with the objective of improving patients care.

This domain is constantly evolving and the modelling of the knowledge and the practices in this domain is inevitably confronted with the paradox that exists between permanence and evolution, between stability and adaptability.

The work takes place in the TIMC-IMAG laboratory1, in the context of a work in progress to define Quality in Augmented Surgery [17]. The figure 1 shows the overall structure of an Information System designed to capture the notions of Expected Medical Service (in French SMA: Service Medical Attendu) and Delivered Medical Service (In French: SMR: Service Medical Rendu).

The adopted method for our work is an ascending experimental approach, which starts from the concrete encountered problems and moves towards the resolution of underlying scientific questions.

According to this approach, we will first identify the needs of doctors in the domain of augmented surgery, in terms of knowledge representation, then we will retrieve the available ontological structure that we will use as an initial ontology. This ontology evolve following the changes or modifications in the texts corpus related to the ontology.

II. STATE OF THE ART

In this section we present the methods and tools used in the global evolution process.

A. ARCHONTE

Actually, few methodologies propose to guide a knowledge engineer to structure a knowledge domain.

1University UJF, Medical engineering and complexity techniques, Grenoble
The ARCHONTE methodology defines precise directives to clarify the concepts using the language; it helps describing the variations in meaning of the considered terms in a context (see figure 2).

**B. LSTAT**

The LSTAT method is a hybrid approach designed in the LRI laboratory\(^2\). It is used for the automatic construction of an ontology from a text corpus. It combines the principles of linguistic and statistical approaches, in order to avoid proposing to the expert the validation of the terms, which are not identified and not relevant to the domain, by keeping the frequency or the occurrence number.

This approach also aims at minimizing the noise in the list by avoiding proposing terms which belong to certain filters (linguistic, grammatical, punctuation.). For more details see [15].

**C. ONTODOM**

ONTODOM is a software tool which implements the principles of LSTAT. Its input is a corpus of texts, and its output is a list of concepts and relationships between them.

\(^2\)Laboratoire de Recherche en Informatique- Annaba University-Algeria

It uses PROTEGE 2000 for a direct representation of the ontology [15].

**D. Text mining techniques**

There are essentially three types of text mining techniques:

- Learning lexico-syntactic patterns;
- Techniques for clustering;
- Statistical techniques and association rules;

1) **Learning lexico-syntactic patterns**: Lexico-syntactic patterns are based on the study of syntactic patterns between the data associated with two concepts. This is an observation of the relationship realization in the corpus, in order to simplify the vocabulary and syntax. This mapping is a lexico-syntactic pattern. The advantage of this technique is that it is targeted on the lexico-syntactic context; it remains effective in small corpus size. In [19], the experimental evaluation of a large number of patterns was made using the CAMELEON. The results showed that the learning of lexico-syntactic patterns generates a significant number of errors due to the dependence of the corpus.

2) **Clustering techniques**: There are many classification approaches. The classification approach proposed by [20] consists in classifying documents in collections according to the meaning of each word. It uses a labelled corpus such as WorldNet. For each of the collections the words and their respective frequencies are extracted and compared to other collections. The approach proposed by [21], shows the construction of a domain ontology from text documents by using two algorithms for hierarchical classification. Within this framework the authors propose several algorithms; among them we quote the algorithms for neural networks, decision trees and hierarchical classification algorithms (HCA).

3) **Statistical techniques and associations rules**: These techniques are based on the calculation of some similarity measures. The association rules describe associations between certain elements. It is a balanced involvement (implication) of the form:

$$A \rightarrow B,$$

where $A = \{t_1, t_2, ..., t_p\}$ and $B=\{t_{p+1}, t_{p+2}, ..., t_q\}$

The rule $A \rightarrow B$ is interpreted as: all texts containing the terms $\{t_1, t_2, ..., t_p\}$ also tend to contain the terms $\{t_{p+1}, t_{p+2}, ..., t_q\}$, with some probability given by the confidence of the rule. Several algorithms are available to implement the extracting rules process, e.g., Close and Pascal [35].

The support and confidence are two measures associated with association rules. They are used in order to reduce the number of extracted rules.

The support is given by the number of texts containing the key terms of A and B. While the confidence of a rule is the ratio between the number of texts containing A B and the number of text containing A, when the confidence value is...
1, the rule is called correct, otherwise it is approximate. The measures of support and confidence cannot always identify the rules which make sense. Therefore, other measures are also used, such as interest, belief, dependence, novelty and satisfaction [36].

In our case study, the measure of confidence is sufficient to confirm the deletion of a fragment of text.

E. TEXTTOONTO

The methodologies developed in the literature have contributed to the development of several tools. Their goal is to help users to build ontologies. Among the most experienced tools dedicated to the development we quote Kaon [29], Ontoview [30], Ontomanager [31] and TextToOnto [32].

The study of the main tools highlights the lack of features to ensure ontology evolution. These tools do not support the steps of identification and analysis of changes.

TextToOnto is a tool suite developed to support the ontology engineering process by text mining techniques. The usage of the algorithms varies from interactive (the system only makes suggestions) to fully automatic. TextToOnto builds upon KAON. It just supports the addition of texts, but deletion and update are not supported by this tool. The working corpus must be in English or in Spanish, but the French language is not dealt with.

III. ONTOLOGICAL EVOLUTION FROM A CORPUS OF TEXTS

The evolution is a change that takes into account the coherence and the persistence of the ontology. It has not to keep the ontology versions produced over the time [3].

In our study, the evolution is seen with two axes: corpus evolution and ontology evolution.

A. Corpus Evolution

We note that our text corpus is in French. The corpus may be represented by the following vector: \( T = (t_1, t_2, \ldots, t_n) \) where \( t_i \) are terms from the corpus, with the following conditions:

- The meaningless terms are removed (le, la, les, du,..).
- All uppercase become lowercase.
- All conjugations are converted to infinitive.
- Synonyms and words with the same root are considered equivalent.

We are in a domain where the knowledge is expressed in natural language. The studied corpus is characterized by its continuous evolution over time. These changes can include: adding a piece of text, deleting a piece of text, change or modification of a text fragment.

Adding a new text According to the studied domain, new knowledge can intervene; in the case of augmented surgery, adding an option in the knee equipment automatically leads to the addition of a text fragment which explains this option in the manual.

Deleting of a text fragment The knowledge domain can evolve because of some irrelevance pieces of knowledge have to be deleted, which leads us to remove the fragment of text representing them.

Corpus update The update can be described as a deletion and an addition of a fragment of text. In our study case it can intervene during the change of a feature an option in the equipment.

B. Ontological evolution

Our methodology do not concern direct changes on the ontology: it deals with ontology evolution when the corpus is updated. Our objective is to present a direct method, which takes into account corpus updates. It ensures the evolution of an ontology by using text processing and text mining tools [7, 8, 12, 13, 14].

The evolution of the ontology consists of five steps [33]:

- Representation of changes.
- Semantic changes.
- Implementation.
- Propagation of changes to other ontologies in relation with the current ontology.
- Validation.

1) Representation of changes: The aim of this step is the edition of elementary or complex changes. An elementary change is not decomposable; examples of elementary changes are the addition, deletion or modification of ontological entities. A complex change consists of several elementary changes; that form together a single logical entity, such as the merging or the separation of ontological entities.

2) Semantic changes: The ontology has to evolve from a consistent state towards another consistent state, i.e., the state where the constraints of the ontological model are respected. In order to resolve the inconsistencies introduced by changes, other additional changes may be necessary.

This step has to deal with the resolution of all the additional changes in a systematic way.

3) Implementation: It consists in implementing the changes once approved by users.

4) Propagation of changes: The aim of this step is to automatically modify the instances in dependent ontologies. The objective is to ensure their consistency with the evolved ontology. In our study we call it internal consistency (IC) and External Consistency (EC). For the formalization of the ontology, we considered [25, 26].

Considering that the ontology is composed of two semiotics levels:

- The lexical level (L) includes all the terms or the labels indicating the concepts and the relationships.
- The structural level defines the structure (S) of the ontology, it contains the concepts and the semantic relationships built from the conceptual relationship between them.

The structure of the ontology is represented by the tuple: \( S := \{ C, R, <, X \} \)
where:
C, R: are separated sets containing the concepts and the
taxonomic relationships.
< : CXC is a partial order on C, it defines the concept
hierarchy.
X : R → CXC is the signature of an associative or taxonomic
relationship.
The lexicon of the ontology is a tuple
L: {Lc, lr, F, G} where Lc, lr are disjoint sets. They contain
the labels with the frequencies associated with the concepts
and the relationships. F, G: are two references relationships.
They provide the access to the terms that are associated with
the concepts or the relationships respectively.
We note that a concept can be defined by several terms.
The hierarchy of concepts is defined by a structure:
S0 := C, <
A concept is defined by:
L0 := Lc, F.
The objective is to maintain the consistency of S0.
Operationally, we use the PROTG tool [24] for the im-
plementation of the ontology. This software integrates the
representation language OWL [16], which represents the two
following interest: firstly it implements a Description Logic
and secondly it exploits a tag language that can be used to
semantically annotate the text from the ontology for Information
Retrieval purposes.

IV. OUR METHODOLOGY FOR EVOLUTION
MANAGEMENT

It is essential to have a methodological approach for
evolution management. This allows to formally specify the
changes needed in order to automate them in the application,
while ensuring the consistency and the quality of the evolved
ontology.

The idea is to categorize the changes in order to formally de-
define their meaning, their scope and their potential involvement.
The formal specification of the changes has a more important
meaning than a simple formalization of them in the ontology
representation language. It prepares the analysis phases and the
resolution of the effects of changes. The figure 3 represents
the steps used in our methodology.

In our case study, the ontology evolution is the result of the
environment evolution of the studied domain (augmented
surgery), and more specifically the included knowledge in the
corpus which represents the domain.
The proposed methodology is organized according to the
following phases

A. Pretreatment step

The choice of the corpus is an essential factor for the
ontology evolution process. In our approach, the initial corpus
is a collection of texts in French, built from books and users
manuals.
For any change in the corpus, the domain expert has to verify
its consistency (no redundancy, no contradiction.).
Algorithm 1 Algorithm APRIORI

BEGIN
1: Input
2: \( T_i = \{t_1, t_2, .., t_k\} \);
\{The set of extracted words from the initial corpus with their frequencies\}
3: \( P_i = \{P_{i1}, P_{i2}, .., P_{ip}\} \);
\{The set of extracted transaction from the initial corpus (a transaction is a Sentence)\}
4: \( T_n = \{t_1, t_2, .., t_k\} \);
\{The set of The extracted transactions from the text to be removed (kk=ki)\}
5: \( P_n = \{p_1, p_2, .., p_p\} \);
\{The set of extracted transaction from the texts to be removed (kp=ip)\}
6: Output
\{calculate the confidence\}
7: \( C = \{T_i \cap T_n\} \).
\{if C=1 then the total ontology will be removed and we keep only the initial ontology.\}
else
for i=1.kk do
\( C_i = \{t_i, t_i \in T_n\} \)
if Ci=1 then
remove the identifier \( t_i \) from the identifiers list
else
\( i = i + 1 \) {go to the next ti}
end if
end for
13: Repeat until \( i = k \)
end if
14: Cross the ontology in the search for a concept that has no identifier to remove.
END

\( C_i = (T_i, Att_i, Att_{t2}, .., Att_{tj}, P_{i1}, P_{ik}) \)
where
\( T_i \): the terms describing the concept;
\( P_{ij} \): the properties (relationships);
\( Att_i \): the attributes.

* Similarity measure

The classification of concepts is based on a similarity measure, which determines if the concepts are independent or equivalent. Its calculation is based on the concept vector (concepts, attributes, and relationships with neighbours).

The calculation of this measure in our case study is comparing way to compare the vectors of concepts (term-term attribute, attribute).

It is defined as follows:

\[
Sim(C_i, C_j) = \sum_{m=1}^{k} \max (simt(A_{ik}, A_{jk}), sim(A_{ik}, A_{jm}))
\]

We note that the vectors of concepts are automatically extracted from the corpus with:

\[
\sum_{i=1}^{k} C_i = T_n
\]

The grouping of all the vectors of concepts provides the vector of the added text.

Algorithm 2 Algorithm HCA

BEGIN
1: Input
2: \( T = \{t_1, .., t_k\} \);{the initial corpus}
3: \( T_n = \{t_1, .., t_n\} \);{the added text}
4: \( O = \{C, R, <, K\} \);{the global ontology}
5: \( C = \{C_1, .., C_n\} \) {all concepts of O with their vectors}
6: \( \text{MatriSim}[n + m, n + m] \) {matrix of similarity with n number of concepts of the new text , m number of existing concepts in the ontology O}
7: \( S \) {similarity threshold}
8: Output
9: the classes Symi of synonym concepts ;
for \( i = 1, n + m \) do
\( \text{MatriSim}[i,j] = \);
for \( i = 1, n + m \) do
for \( j = 1, n + m \) do
if \( \text{matrisim}[i,j] <> \) then
\( \text{matrisim}[i,j] = X \)
end if
end for
end for
END
18: \( max = 0 \);
19: Repeat;
for \( i = 1, n + m \) do
for \( j = 1, n + m \) do
if \( \text{matrisim}[i,j] > max \) then
\( max := \text{matrisim}[I,j]; \)
end if
end for
end for
if \( max > \text{seuil} \) then
\( mi := \text{mi} - 1 \cup C_i, C_j - C_i, C_j; \)
\( \text{matrisim}[i,j] := \);
end if
31: Update Matrisim by taking into account the new class;
32: Make the inference by using the new relation;
END

When adding a new text \( T_2 \) to the initial corpus, \( T = \{t_1, t_2, .., t_k\} \), the ONTODOM tool runs in order to automatically extract the first concepts according to the LSTAT approach, and built the vector of terms of \( T_2 \), \( T_2 = \{t_1, .., t_n\} \) and the list of vectors of concepts \( C \). At this level, the algorithm of hierarchical classification HCA runs to classify the concepts of the set \( C \) in the ontology \( O \), based on the measure of similarity between concepts. The most similar concepts are grouped together in the same class.

The algorithm continues to iterate until it completes the classification of all the concepts of \( C \).
V. Conclusion

In this article, we have provided a state of the art of the tools and methods which are used in our approach, the ARCHONTE method, text mining techniques, the LSTAT approach and its tool ONTODOM.

The initial idea was to use tools which could work on texts.

The first attempt was to examine TEXTTOONTO to integrate it in our prototype of evolution management. The absence of French-language dictionary having an exploitable format by TEXTTOONTO, led us to abandon this direction.

The presented methodology is based on principles stated by B. Bachimont and particularly its ARCHONTE method with a light modification. It is presented within the framework of a new approach for the incremental management of ontological evolution from a corpus of texts.

Our contribution is the integration of text mining techniques, by using algorithms easily implementable, in order to limit the intervention of domain experts as maximum as possible, and also to provide to linguists and ontology engineers a detailed process for ontological evolution.

We are currently working on the integration of the evolution notion in the ONTODOM tool. An experiment of our methodology in the domain of augmented surgery is in progress.
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