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Abstract—Nowadays, hard disk is one of the most popular storage components. In hard disk industry, the hard disk drive must pass various complex processes and tested systems. In each step, there are some failures. To reduce waste from these failures, we must find the root cause of those failures. Conventional data analysis method is not effective enough to analyze the large capacity of data. In this paper, we proposed the Hough method for straight line detection that helps to detect straight line defect patterns that occurs in hard disk drive. The proposed method will help to increase more speed and accuracy in failure analysis.
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I. INTRODUCTION

HARD Disk Drives (HDD) are components for data storage used in computers. They are response to various uses that the demand of HDD is inverse variation to the cost. Therefore, the HDD industry has to balance demand with high quality production, as such to increase capacity and production technology. The defined process of HDD production is complex. It consists of various components, namely read - head, media for data storage, and motor. Due to its complexity, there are some failures occurring in each process. Most commonly found failure is from defect on the media which cannot be repaired and wastes production cost. Failure Analysis (FA) is utilized to identify the failure of defect on media and classify the pattern of defect. FA helps technicians to access problems rapidly, decreasing waste and production cost. However, FA where failures are analyzed by human is not rapid enough. Consequently, this study is to introduce a method of Failure Pattern Detection based on the Hough Transform and Image Processing for detecting straight line pattern on media to help detecting defect in HDD media for the loaded case of FA process.

II. HOUGH TRANSFORM

The Hough transform is a technique used to find shapes in a binary digital image. By Hough Transform it is possible to find all kind of shapes that can be mathematical expressed, for instance lines, circles and ellipses, but only straight lines will be considered here. If having a white pixel in a binary image, infinity many straight lines can go through that single pixel, and each of these lines can go through other white pixels in the same image, and the more white pixels on the same line the more is this line represented in the image.

This is the principle of the Hough transform for straight lines. As mentioned above a shape can be found if a mathematical expression can be set for the shape, and in this case where the shape is a straight line, an expression can be set as:

\[ y = a \times x + b \] (1)

Where \( a \) is the slope, and \( b \) is where the line intersects the y-axis. These parameters, \( a \) and \( b \), can be used to represent a straight line as single point \((a, b)\) in the parameter-space spanned by the two parameters \( a \) and \( b \). The problem by represent a line as a point in the \((a, b)\) parameter-space, is that both \( a \) and \( b \) goes toward infinity when the line becomes more and more vertical, and thereby the parameter space becomes infinity large. Therefore it is desirable to find another expression of the line with some parameters that have limited boundaries. It is done by using an angle and a distance as parameters, instead of a slope and an intersection.

An important concept for the Hough transform is the mapping of single points. The idea is that a point is mapped to all lines that can pass through that point. This yields a sine-like line in the Hough space. The principle is illustrated for a point \( p_0 = (40, 30) \) in Figure 3.
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Fig. 2 Transformation of a single point \( p_0 \) to a line in the Hough space. The Hough space line represents all possible lines through \( p_0 \).

\[ y = -\frac{\cos(\theta)}{\sin(\theta)} * x + \frac{\rho}{\sin(\theta)} \]  

\[ \rho = x \cos(\theta) + y \sin(\theta) \]  

Contrary to when the parameters is \( a \) and \( b \), the values that \( \rho \) and \( \theta \) can have are limited to: \( \theta \in [0,180] \) in degrees or \( \theta \in [0,\pi] \) in radians, and \( \rho \in [0,2D] \) where \( D \) is the diagonal of the image. A line can then be transformed into a single point in the parameter space with the parameters \( \theta \) and \( \rho \), this is also called the Hough space.

If, instead of a line, having a pixel in an image with the position \( (x, y) \), infinity many lines can go through that single pixel. By using Equation 3 all these lines can be transformed into the Hough space, which gives a sinusoidal curve that is unique for that pixel. Doing the same for another pixel, gives another curve that intersect the first curve in one point, in the Hough space. This point represents the line, in the image space, that goes through both pixels. This can be repeated for all the pixels on the edges, in a edge detected image.

Fig. 3 Transformation of two points \((p_0 \text{ and } p_1)\) to two lines in the Hough space. The intersection of the Hough space lines indicates the line that pass through both \( p_0 \) and \( p_1 \).

If the distance \( \rho \) (rho) is the distance from the origin to the line along a vector perpendicular to the line, and the angle \( \theta \) (theta) is the angle between the x-axis and the \( r \) vector (see Figure 1), Equation 1 can be written as:

\[ y = -\frac{\cos(\theta)}{\sin(\theta)} * x + \frac{\rho}{\sin(\theta)} \]  

\[ \rho = x \cos(\theta) + y \sin(\theta) \]  

Contrary to when the parameters is \( a \) and \( b \), the values that \( \rho \) and \( \theta \) can have are limited to: \( \theta \in [0,180] \) in degrees or \( \theta \in [0,\pi] \) in radians, and \( \rho \in [0,2D] \) where \( D \) is the diagonal of the image. A line can then be transformed into a single point in the parameter space with the parameters \( \theta \) and \( \rho \), this is also called the Hough space.

If, instead of a line, having a pixel in an image with the position \( (x, y) \), infinity many lines can go through that single pixel. By using Equation 3 all these lines can be transformed into the Hough space, which gives a sinusoidal curve that is unique for that pixel. Doing the same for another pixel, gives another curve that intersect the first curve in one point, in the Hough space. This point represents the line, in the image space, that goes through both pixels. This can be repeated for all the pixels on the edges, in a edge detected image.

Fig. 4 An example of straight line (a) and Hough space (b)

### III. PROPOSE METHOD

#### A. Preprocessing

Raw data of media defect are created and stored in database in each local hard disk factory. We used those data for input of image and preprocess image by initially cropped to size 100x100 resolutions and used smoothing image, edge detection, filter noise, by Canny Edge Detection Algorithm.

The Canny algorithm uses an optimal edge detector based on a set of criteria which include finding the most edges by minimizing the error rate, marking edges as closely as possible to the actual edges to maximize localization, and marking edges only once when a single edge exists for minimal response [20]. According to Canny, the optimal filter that meets all three criteria above can be efficiently approximated using the first derivative of a Gaussian function.

\[ G(x, y) = \frac{1}{2\pi\sigma^2} e^{-\frac{x^2 + y^2}{2\sigma^2}} \]  

\[ \frac{\partial G(x, y)}{\partial x} = \frac{x}{\sigma} \cdot G(x, y) \]  

\[ \frac{\partial G(x, y)}{\partial y} = \frac{y}{\sigma} \cdot G(x, y) \]

where: \( g(k,l) \) = convolutional kernel 
\( I(x,y) \) = original image 
\( I'(x,y) \) = filtered image 
\( 2N + 1 = \) size of convolutional kernel

Both the Gaussian mask and its derivative are separable, allowing the 2-D convolution operation to be simplified. This optimization is not limited to software implementation only, but applies to hardware implementation as well, as shown in the next section.
The non-maximal suppression stage finds the local maxima in the direction of the gradient, and suppresses all others, minimizing false edges. The local maxima is found by comparing the pixel with its neighbors along the direction of the gradient. This helps to maintain the single pixel thin edges before the final thresholding stage.

Instead of using a single static threshold value for the entire image, the Canny algorithm introduced hysteresis thresholding, which has some adaptivity to the local content of the image. There are two threshold levels, $t_h$ high and $t_l$ low where $t_h > t_l$. Pixel values above the $t_h$ value are immediately classified as edges. By tracing the edge contour, neighboring pixels with gradient magnitude values less than $t_l$ can still be marked as edges as long as they are above $t_l$. This process alleviates problems associated with edge discontinuities by identifying strong edges, and preserving the relevant weak edges, in addition to maintaining some level of noise suppression. While the results are desirable, the hysteresis stage slows the overall algorithm down considerably.

The performance of the Canny algorithm depends heavily on the adjustable parameters, $\sigma$, which is the standard deviation for the Gaussian filter, and the threshold values, $t_h$ and $t_l$. $\sigma$ also controls the size of the Gaussian filter. The larger the value for $\sigma$, the larger the size of the Gaussian filter becomes. This implies more blurring, necessary for noisy images, as well as detecting larger edges. As expected, however, the larger the scale of the Gaussian, the less accurate is the localization of the edge. Smaller values of $\sigma$ imply a smaller Gaussian filter which limits the amount of blurring, maintaining finer edges in the image. The user can tailor the algorithm by adjusting these parameters to adapt to different environments with different noise levels.

Results can be further improved by performing edge detection at multiple resolutions using multi-scale representations, similar to the Marr-Hildreth algorithm [2]. This is achieved using different standard deviations, which correspond to different resolution versions of the image. Edges have zero crossing a multiple scale values. Combining maxima information from different scales allows better classification of true edges.

Convolution at multiple resolutions with large Gaussian filters require even more computation power. This may prove to be challenging to implement as a software solution for real-time applications.

### B. Feature extraction by Circle Hough transform

This step used Hough transform techniques to identify position of arbitrary shape. The purpose of this technique is to find imperfect instances of object in parameter space within a certain class of shape by voting procedure. This voting procedure is carried out in a parameter space, from which object candidates are obtained as local maxima in a so-called accumulator space that is explicitly constructed by the algorithm for computing the Hough transform. For each input image in the x-y plane, a spherical filter is applied and the outcome of this is a set of points in the parameter space. These points represent the centers of probabilistic circles of pre-defined radii in the x-y plane. Mapping is done for each point in the original space to a corresponding point in the original space to a corresponding point in accumulator space and increment the value of the accumulator bin.

To determine the areas where most Hough space lines intersect, an accumulator covering the Hough space is used. When an edge point is transformed, bins in the accumulator is incremented for all lines that could pass through that point. The resolution of the accumulator determines the precision with which lines can be detected.
In general, the number of dimensions of the accumulator corresponds to the number of unknown parameters in the Hough transform problem. Thus, for ellipses a 5-dimensional space is required (the coordinates of its center, the length of its major and minor axis, and its angle). For lines 2 dimensions suffice (r and θ). This is why it is possible to visualize the content of the accumulator.

C. Classification by Feed Forward Neural Network (FFNN)

The Back propagation neural network used here is Feed Forward Neural Network (FFNN). FFNN was the first and arguably simplest type of artificial neural network devised. In this network, the information moves in only one direction, forward, from the input nodes, though the hidden nodes (if any) and do the output nodes. The number of input layers, hidden layers and output layers are ad adjusted to fit the data point to the curve. During the training phase the training data in the accumulator array is fed into the input layer. The data is propagated to the hidden layer and ten to the output layer. This is the forward pass of the back propagation algorithm. Each node in the hidden layer gets input from all the nodes from input layer which are multiplexed with appropriate weights and summed. The output of the hidden node is the nonlinear transformation of the resulting sum. Similar procedure is carried out in the output layer. The output values are compared with target values and the error between two is propagated back towards the hidden layer. This is the backward pass of the back propagation algorithm. The procedure is repeated to get the desired accuracy. During the testing phase the test vector is fed into the input layer. The output of FFNN is compared with training phase output to match the correct one. This can serve as need to do recognition of facial objects.

IV. EXPERIMENT RESULT

The 140 sample pictures of media defect with straight line pattern were sampled and pre-processed by image processing techniques. The samples were smoothed by Canny edge detection technique, and their noise were eliminated by Gaussian filter. It was shown that the Canny edge detection was able to both eliminating the noise and smoothing the border edge. To decrease the sample borders, the magnitude and orientation of them were calculated by the first order differentiation, then the nonmaxima suppression was employed in searching for the magnitude of gradient. To identify the pixel border and connect the border, double thresholding algorithm was employed. The sample images then were resized to 100x100 pixels for a fast image processing response.

The peak values of Straight line detection algorithm were searched in the Accumulator arrays. A threshold value was defined to represent the boundary of the straight line pattern. Then, the maximum values from the accumulator array were compared with the threshold to identify for the straight line pattern. Fig. 9 demonstrated the straight line pattern defect and the accumulator. Fig. 10 demonstrated the circle pattern depicting the peak value voted from the accumulator array, that the defect was the straight line pattern. A feed forward neural network with 30 hidden layers was trained from Table I with hidden layer is 30 network is best accuracy from this neural network the accuracy obtained is very high with computed value of 99.29% and the performance plot of neural network each layer as shown in figure 11.
Fig. 9 Straight line pattern & Accumulator 2D,3D view

Fig. 10 Sample of circum & radial pattern & Accumulator 2D,3D view (this group is not straight line algorithm not detect)
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Fig. 11 Performance plot of neural network
V. CONCLUSION

This study’s aim was to introduce an algorithm for straight line pattern detection on HDD media based on the Hough Transform method and feed forward neural network (FFNN). The experiment demonstrated a satisfying result. The developed algorithm was advantage for the failure analysis of HDD production process, such as help to access problems rapidly, decrease waste, and reduce the production cost of HDD industry. To minimize the search time duration and yield the effective search, the border lines of samples were identified by the pre – process of the image processing feed forward neural network (FFNN) method.
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