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Abstract—The robot is a repeated task plant. The control of such a plant under parameter variations and load disturbances is one of the important problems. The aim of this work is to design Geno-Fuzzy controller suitable for online applications to control single link rigid robot arm plant. The genetic-fuzzy online controller (indirect controller) has two genetic-fuzzy blocks, the first as controller, the second as identifier. The identification method is based on inverse identification technique. The proposed controller it tested in normal and load disturbance conditions.
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I. INTRODUCTION

THE problem of self-adjusting the parameters of the controller to compensate for the plant parameters variations and disturbances was the origin of adaptive systems [1]. Adaptive control system can be solved using fuzzy control technique by neural-fuzzy system [2] or genetic-fuzzy model [3]. Generally, in adaptive control system, identification is an essential part to determine, online, the disturbances through either explicit or implicit techniques.

The Identification is the process of constructing a mathematical model of a dynamic system using experimental data from that system [3]. Identification is an important and integral part in the control of dynamic systems. There are two types of identification methods, the first is the forward identification, and the second is the inverse identification [4]. The problem of identification consists of setting up a suitably parameterized identification model and adjusting the parameters of the model to optimize a performance function. Two forms of identification are currently used in modern adaptive systems: The forward identification and inverse identification. Based on the form of identification used, there exist two techniques of control: The parallel model following scheme and the inverse model following scheme.

In this work inverse identification method is previewed with its simulation results. Genetic-fuzzy inverse online control is structured with simulation results.

II. DYNAMIC MODEL OF ROBOT ARM MANIPULATORS

The type of robot arm model which is presented in this paper is a Single Link Rigid Robot Arm (SLRA) as shown in Fig. 1. Little works took the actuator dynamics and friction into consideration [5]. All these phenomena are considered in this work.

The relation between the input voltage to the motor and position angle as follows:

\[ V = C_1 \theta_{**} + C_2 \theta_{**} + C_1 \theta' + C_0 \]  \hspace{1cm} (1)

in which:

\[ C_3 = K_i L_a (m d^2 + J). \]

\[ C_3 = K_i L_a (m d^2 + J). \]

\[ C_2 = K_i R_a (m d^2 + J) + K_i L_a B. \]

\[ C_1 = K_i L_a m g d \cos(\theta) + K_i R_a B + K_c. \]

\[ C_0 = K_i R_a m g d \sin(\theta). \]

where

\[ V \] = The armature voltage.

\[ K_i = \frac{V}{K_m} \quad \text{and} \quad K_m \] the torque constant of the motor.

\[ g \] = The gravity acceleration.

The parameters of this plant that we take in our work are as in Table I.

III. THE USED GENETIC ALGORITHM

Simple Genetic Algorithm (SGA) is used here, where the entire population is generated for each generation on the basis of the previous generation [6, 7].

This kind of evolution resembles the evolution of population of fruit flies where a large part of the population is replaced simultaneously with new offspring. We will concentrate on the aspects of this approach:

- **Representation:** In this work real-valued representation is used. This is for many reasons; first the values that deal with are real, then to prevent encoding of the floating point values
with a binary encoding and this need more genes, second, the precision, and third, the processes of encoding and decoding take much time. Then, for these reasons the real-valued representation is more suitable for this problem.

- **Initialization**: Producing the initial population of solutions is the second step in GAs, 50 individuals with real values is generated; each individual has center, width, and center of outputs for fuzzy system. This number (50 individuals) remained constant for each generation.

- **Fitness Evaluation**: The fitness function is very important in order to develop a good GAFL approach. The fitness function that is used:

  \[ \text{Fitness Function}(E) = \frac{1}{2}(y_r(k) - y_p(k))^2 \]  

(2)

this fitness function is called mean square error function, where \( y_r(k) \) is the output of reference model and \( y_p(k) \) is the plant output.

- **Selection operators**: A Roulette Wheel Selection (RWS) is used. It is used to select those parents that have a higher fitness with a higher probability [8]. This method is used usually with SGA. There is an important point in this method that may be one individual which has a much higher fitness than all the other individuals. This highly fit individual could very quickly dominate the whole population (premature convergence) since it would be chosen for selection extremely often [9]. In our work we select 10 individuals from the initial population for next generation and to make crossover on these individuals, then from selection and crossover and mutation the population remained constant for each generation.

- **Recombination operators**: Because of the used of real encoding (i.e. the parameters that use in the GA remained as real valued), then one of the real-valued crossovers is used which is called intermediate crossover. This method only applicable to real variables and it can be performed many ways. One of that is offsprings are produced in form:

  \[ \text{offspring}_1 = \text{parent}_1 + a_1 (\text{parent}_2 - \text{parent}_1) \]  

(3)

\[ \text{offspring}_2 = \text{parent}_1 + a_2 (\text{parent}_2 - \text{parent}_1) \]  

(4)

\( a_1, a_2 \) are generated randomly for each generation between [1.1,1,1.1]. The above rules used to each parameter that need optimization in fuzzy system.

- **Mutation operator**: When using real encoding it is quite easy to control the mutation, for instance by adding a random value to the existing chromosome that to be mutated. Since there are three parameters in the chromosome then, \( p_m = 0.3 \).

- **Replacement** (Reinsertion) operators: weak parent replacement is used. A new child replaces the weaker parent, 40 weaker parent is replaced with 40 child come from the recombination and mutation operators.

- **Termination**: After several generations the best individuals of the population are then tested to determine if they satisfy the problem. The problem in this work is the tracking between the desired and the output curves or may be the tracking between the input or output of the plant with the output of identification model.

### IV. THE USED FUZZY LOGIC CLASSIFIER

The defuzzifier formula:

\[ f_j(\bar{u}) = \frac{\sum_{i=1}^{R} \bar{y}_j^i * \mu_b^i(\bar{u})}{\sum_{i=1}^{R} \mu_b^i(\bar{u})} \]  

(5)

this defuzzifier formula is called “Center-Average Defuzzifier”.

where:

\[ R = \text{The number of rules}. \]
\[ j = \text{The number of output}. \]
\[ \bar{u} = \text{The total input}. \]
\[ y_f^j = \text{The center of output.} \]
and,
\[ \mu_{\mathbf{y}^j}(\mathbf{u}) = \prod_{i=1}^{n} \mu_{\mathbf{u}_{i}^{L_i}}(u_i) \]

\[ F_{i^k} = \text{Denote linguistic values defined by fuzzy sets.} \]

\[ n = \text{The number of input.} \]

Because the triangle membership function is simple, it is used in this work. The mathematical eqn. for this membership function is:

\[ \mu(u) = \begin{cases} 
\left[ c - \frac{2}{w} \right] + 1 & \text{if } c - \frac{w}{2} \leq u \leq c + \frac{w}{2} \\
0 & \text{elsewhere} \end{cases} \quad (6) \]

When this membership function is used and substituted in eqn. (5), the following formula is found:

\[ f(\mathbf{u}) = \frac{\sum_{L=1}^{R} \prod_{i=1}^{n} \left[ \left[ u - c_i^L \right] - \frac{2}{w_i^L} \right] + 1}{\sum_{L=1}^{R} \prod_{i=1}^{n} \left[ \left[ u - c_i^L \right] - \frac{2}{w_i^L} \right] + 1} \quad (7) \]

where

\[ c_i^L = \text{The center of triangle membership function at input} \]
\[ i \text{ and rule } L \].

\[ w_i^L = \text{The width of triangle membership function at input} \]
\[ i \text{ and rule } L \].

\[ \mathbf{c}_L = \text{The centers of the output at rule } L \].

The \( c_i^L \), \( w_i^L \), and \( \mathbf{c}_L \) are the fuzzy parameters that have to be found using GA.

One can generalize eqn. (7) for each chromosome as:

\[ f_q(\mathbf{u}) = \frac{\sum_{L=1}^{R} y_q^L \prod_{i=1}^{n} \left[ \left[ u - c_{iq}^L \right] - \frac{2}{w_{iq}^L} \right] + 1}{\sum_{L=1}^{R} \prod_{i=1}^{n} \left[ \left[ u - c_{iq}^L \right] - \frac{2}{w_{iq}^L} \right] + 1} \quad (8) \]

where

\[ q = \text{Refer to the sequence of the chromosome} \]

V. SERIES-PARALLEL IDENTIFICATION MODEL

The Series-Parallel model is obtained by feeding back the past values of the plant output as shown in Fig. (2). This implies that in this case the identification model has the form:

\[ \hat{y}_p(k+1) = f[y_p(k),... , y_p(k-m+1), \]
\[ u(k),... , u(k-n+1)] \quad (9) \]

The Series-Parallel model has several advantages over that of parallel model [10]. As in the Fig. 2 the input to the plant denoted by \( u(k) \) and the plant output by \( y_p(k) \)

where TDL represents a Time Delay Line of (Z^-1) discrete time delay element.

Fig. 2 Series-Parallel identification model

VI. ROBOT ARM IDENTIFICATION SYSTEM

It is well known that the response of a nonlinear plant like robot arm generally can not be shaped into a desired pattern using a linear controller. Consequently, a nonlinear controller is required to satisfactorily control the control of such plants. Nonlinear controller design may be viewed as a nonlinear function approximation problem [11]. Two concepts can specify the identifier structure: the type of identifier and the plant dynamics. In this papers genetic-fuzzy identifier is used as inverse identifier. But after then the inverse identifier will be used for control applications.

Inverse Identification

When the plant output is used as the GAFL system input and the GAFL system output is compared with the plant input, the inverse transfer function of the unknown plant is obtained in the GAFL system.

In the inverse identification, the learning process must be accurate, this mean that the identifier must be identical to the plant inverse model in view of the fact that if it is not identical the inverse control system may diverge.

Rewriting eqn. (9) to express the inverse plant model:

\[ y_{m}(k) = f[y(k), y(k-1), y(k-2), y(k-3), \]
\[ u(k-2), u(k-3)] \quad (10) \]

where \( y_m(k) \) denote identifier output.
The structure of the inverse identification is illustrated in Fig. 3 in which all the output time delay plus the output are entered to the identifier as inputs, on the other side one of the inputs is compared with the identifier output and the rest is entered to the identifier as inputs.

VII. GENETIC-FUZZY INVERSE CONTROL SCHEME (INDIRECT)

The suggested Genetic-Fuzzy inverse control is shown in the Fig. 4, in which two GAFL systems are present, one for the identification and the other for the controller.

Fig. 3 Genetic-Fuzzy inverse identification block diagram

Fig. 4 Genetic-Fuzzy Inverse Control block diagram
The simple concept of the inverse controller is the controller block that represents the inverse transfer function of the plant, so the product result of the two blocks (plant and controller) must equal to unity. Hence, the output of the plant will be equal to the desired input of the controller as in Fig. 5.

In the control system, the parameters of the inverse identifier will be taken from the online learning that is achieved in previous section. So the purpose of the identification process is to overcome the changes that may occur in the system parameters.

The developed identifier has 50 chromosomes to construct the population. The optimal chromosome is the chromosome that has the minimum fitness function. The optimal identified model can be given as in equation 11.

\[
y_{\text{op}}(\bar{u}) = \sum_{L=1}^{R} y_{\text{op}}^{L} \prod_{i=1}^{n} \left[ \frac{u - c_{\text{op}}^{L}}{2w_{\text{op}}^{L}} + 1 \right] \]

where

\[
y_{\text{op}}(\bar{u}) = \text{The defuzzyfied output for identifier model in the optimal chromosome.}
\]

\[
R = \text{The number of rules.}
\]

\[
n = \text{The number of input.}
\]

\[
c_{\text{op}}^{L} = \text{The center of triangle membership function at input } i \text{ and rule } L \text{ for optimal chromosome.}
\]

![Diagram of the Inverse Controller](image)

Fig. 5 Illustration of the Inverse Controller

- \( w_{\text{op}}^{L} = \text{The width of triangle membership function at input } i \text{ and rule } L \text{ for optimal chromosome.} \)
- \( c_{\text{op}}^{L} = \text{The center of the output at the optimal chromosome.} \)

The online genetic-fuzzy controller uses the parameters of the optimal identifier to structured an inverse controller using the following control algorithm:

\[
u(k) = f[y_{\text{r}}(k), y_{\text{r}}(k-1), y_{\text{r}}(k-2), y_{\text{r}}(k-3), u(k-2), u(k-3)]
\]

One can see that the eqn. of the inverse controller is similar to that of the inverse identifier eqn. (10) when replacing the plant output \( y_{\text{p}} \) with the reference model output \( y_{\text{r}} \).

VIII. SIMULATION RESULTS

In order to demonstrate the validity of genetic algorithm as an identification system, a single link robot arm identification scheme is simulated.

The inverse identification scheme is considered. The genetic algorithm employed in this simulation is similar to that employed previously except for the fitness function.

The fitness function is the average of sum square error between the delayed plant input \( u(k-1) \) and the identifier output \( y_{\text{m}}(k) \) as in Fig. 3.

The initial values for fuzzy system are selected to be 60 equally spaced membership functions. The identification process is done on the input to the plant as shown in the initial response Fig. 6. After 20 iterations the response is as in Fig. 7. The final response is (after 1800 iteration) as in Fig. 8. In this response one can observe the tracking for this input. The variation of fitness function with generations is shown in Fig. 9.

The control system is showed in Fig. 4. The reference input to the control system is step input between 1 and -1. The control problem is to make the plant output track the reference model. This system has two important blocks; identification block and control block. When the system is suffered from disturbances, the parameters of control block could not be able to control the output and an error appears between plant output and model output. In this case the identifier try to adjust itself to identify the disturbances effect, hence, best chromosome will again be taken to the controller, modify the controller to overcome the disturbances. Two forms of disturbances are considered: The first is to add another mass and the second to lift some mass from the initial mass. Fig. 10 shows the response curve at initial mass (\( m = 2 \text{ Kg} \)). Fig. 11 shows the response when the mass is modified to (\( m = 3 \text{ Kg} \)). One can see in this curve, initially there is bad tracking between plant output and reference model output. The identifier starts to identify the disturbances. Fig. 12 shows the response after the convergence of the identification process, when the identifier is identical to the plant, the controller also converges and
compensates for the variations in mass. The same results can be found in Fig. 13, Fig. 14, Fig. 15, and Fig 16.

IX. CONCLUSIONS

In this work, genetic-fuzzy online controller is structured. It is indirect controller because the parameters of plant are identified by identification model and then used by controller to control this plant.

The identification process is continuing in the normal conditions or disturbance conditions. The work identifier in the normal conditions to make the tracking is more accurate as well as for the small variations in some plant parameters.

The suddenly changing in the load on the robot arm at it is work make the arm diverge from a suitable path, therefore, it is need number of iterations (that depend on the value of load) that make the controller control the system and it converges to accurate path.
Fig. 6 Initial Position angle (after 5 iteration)
Inverse identifier

Fig. 7 Position angle after 20 iteration
Inverse identifier
Fig. 8 Position angle after 1800 iteration
Inverse identifier

Fig. 9 Fitness function
Inverse identifier
Fig. 10 Position angle at (m=2Kg)

Fig. 11 Position angle at (m=3Kg)

Immediately after application of load
Fig. 12 Position angle at (m=3Kg) after convergence

Fig. 13 Position angle at (m=4Kg)
Immediately after application of load
Fig. 14 Position angle at (m=4Kg) after convergence

Fig. 15 Position angle at (m=1Kg)
Immediately after application of load
Fig. 16 Position angle at (m=1Kg) after convergence
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