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Abstract—Text data mining is a process of exploratory data analysis. Classification maps data into predefined groups or classes. It is often referred to as supervised learning because the classes are determined before examining the data. This paper describes proposed radial basis function classifier that performs comparative cross-validation for existing radial basis function classifier. The feasibility and the benefits of the proposed approach are demonstrated by means of data mining problem: direct marketing. Direct marketing has become an important application field of data mining. Comparative Cross-validation involves estimation of accuracy by either stratified k-fold cross-validation or equivalent repeated random subsampling. While the proposed method may have high bias; its performance (accuracy estimation in our case) may be poor due to high variance. Thus the accuracy with proposed radial basis function classifier was less than with the existing radial basis function classifier. However there is smaller the improvement in runtime and larger improvement in precision and recall. In the proposed method Classification accuracy and prediction accuracy are determined where the prediction accuracy is comparatively high.
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I. INTRODUCTION

DIRECT marketing has become an important application field for data mining. In direct marketing, companies or organizations try to establish and maintain a direct relationship with their customers in order to target them individually for specific product offers or for fund raising. Large databases of customer and market data are maintained for this purpose. The customers or clients to be targeted in a specific campaign are selected from the database, given different types of information such as demographic information and information on the customer’s personal characteristics like profession, age and purchase history.

Classification [4] is one of the primary data mining task. The input to a classification system consists of example tuples, called training set, with each tuple having several attributes. Attributes can be continuous, coming from an ordered domain, or categorical, coming from an unordered domain. A special class attribute indicates the label or category to which an example belongs.
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The goal of classification is to induce a model from the training set, than can be used to predict the class of a new tuple. The paper presents radial basis function classifier for direct marketing [2]. The proposed radial basis function classifier is based on comparative cross-validation. The rest of the paper is organized as follows. In section 1 brief introduction about direct marketing and classification methodology is given. Section 2 describes the state of art of work. Section 3 describes proposed radial basis function classifier using comparative cross-validation. The performance evaluation and experimental results are discussed in section 4 and section 5 respectively. The conclusion with summary is in section 6.

II. STATE OF THE ART

In this section, the state of the art concerning comparative cross validation of radial basis function algorithm is investigated. The results of this survey will motivate a new approach.

A. Related work

This article focuses on training time [5] and classification accuracy, Precision and recall using comparative cross validation of radial basis function classifier. Comparative Cross validation methods are described in section II. In general, bias and variance principle was described. The problem of training time and classification accuracy for radial basis function classifier is discussed in section III.

The problem of runtime and classification accuracy for neural networks is discussed in [5] [6]. Here, the examples of the combination of RBF and PRBF algorithm are discussed. Altogether investigated direct marketing dataset where comparative cross validation methods are applied to optimize radial basis function. The following steps are carried out to classify the radial basis function [3].

1. Input layer is used to simply input the data.
2. A Gaussian activation function is used at the hidden layer
3. A linear activation function is used at the output layer.

The objective is to have the hidden nodes learn to respond only to a subset of the input, namely, that where the Gaussian function is centered. This is usually accomplished via supervised learning. When RBF functions are used as the activation functions on the hidden layer, the nodes can be sensitive to a subset of the input values.
B. Motivation for a New Approach

Holdout, random subsampling, cross-validation and bootstrap are common techniques for accessing accuracy based on randomly sampled partitions of the given data. The use of such techniques to estimate accuracy increase the overall computation time, yet is useful for model selection. Apart from these techniques in this case, a new technique “comparative cross validation” is proposed which involves accuracy estimation by either stratified k-fold cross-validation or equivalent repeated random subsampling.

As per cross validation initial dataset (S) is divided into parts - training [Str] and test [Sst]. Subsequently, k-fold cross validation should divide data [Str] into a secondary training set [(k-1) folds] and a validation set [1 fold]. After training with cross validation, the overall prediction accuracy for Str was always significantly higher than that of Sst. By increasing the size of the Str dataset so that it is more representative of the dataset as a whole (S). That is increasing the number of training vectors, there seem to be getting much more similar training / test accuracy results.

Our goal is to calculate the expectation of the classification accuracy, as given by either Stratified k-fold cross-validation or repeated random subsampling (Jiawei Han, Micheline Kamber 2003). The classification accuracy obtained using Stratified k-fold cross-validation or repeated random subsampling where |S|T| = N/KS is approximately the same as that in the initial data.

By Proposition 6.1 in Ross, 1988 (p.285).

Let D = (d_1, d_2…d KS) be a partition of S for Stratified k-fold cross-validation. Two accepted techniques for estimating the generalization accuracy are repeated random subsampling and Stratified k-fold cross-validation. In the former is repeated random subsampling, the validation of holdout method in which the holdout method is repeated K times. In this hold out method, S is randomly partitioned in to two independent sets, a training set and test set. Typically two third of data are allocated to training set and the remaining one third is allocated to test set. The training set is used to derive the model, whose accuracy is estimated with test set.

In latter Stratified k-fold cross-validation, the folds are stratified so that the class distribution of the tuples in each fold is approximately the same as that in the initial data.

Repeated random subsampling (T) be the classification accuracy computed by repeated random subsampling with training set T and Stratified k-fold cross-validation (D) be the classification accuracy computed by Stratified k-fold cross-validation with partition D.

Then by definition,

\[
CV (D) = \frac{1}{KS} \sum_{i=1}^{KS} \text{Repeated random subsampling (S/d_i)}
\]

The expectation is, by substitution and linearity:

\[
E [CV] = \frac{1}{KS} \sum_{i=1}^{KS} E [\text{Repeated random subsampling (S/d_i)}]
\]

Because \( E [\text{Repeated random subsampling (S/d_i)}] \) is independent of \( i \) and \( E[CV] = E [\text{Repeated random subsampling (T)}] \) by a simple correspondence of a test set d and the training set T = S/d.

Let T be the set of permissible training sets. The expectation of the classification accuracy using repeated random subsampling is simply the proportion of possible classified (overall T). The number of possible classification is

\[
\sum_{T \in T} |S / T|, \text{ while the total number of correct classification is}
\]

\[
A = \sum_{T \in T} \sum_{x \in T} \text{correct (x, T)}
\]

Where the binary function, correct (x, T), returns 1 if x is correctly labeled by a classifier trained on T.

III. CLASSIFICATION METHODS

Classification maps data into predefined groups or classes. It often referred to as supervised learning because the classes are determined before examining data. Classification algorithms require that the classes be defined based on data attribute values. They often describe these classes by looking at the characteristics of data already known to belong to the classes.

A. Existing Radial Basis Function (ERBF)

The RBF networks used here may be defined as follows.

1) RBF networks have three layers of nodes: input layer, hidden layer, and output layer
2) Feed-forward connections exist between input and hidden layers, between input and output layers (shortcut connections), and between hidden and output layers. Additionally, there are connections between a bias node and each output node. A scalar weight is associated with the connection between nodes and
3) The activation of each input node (fanout) is equal to its external input where is the th element of the external input
vector (pattern) of the network (denotes the number of the pattern).
4) Each hidden node (neuron) determines the Euclidean distance between “its own” weight vector and the activations of the input nodes, i.e., the external input vector. The distance is used as an input of a radial basis function in order to determine the activation of node. Here, Gaussian functions are employed. The parameter of node is the radius of the basis function; the vector is its center. Any other function which satisfies the conditions derived from theorems of Schoenberg or Micchelli described in [2] may also be used as a basis function. Localized basis functions such as the Gaussian or the inverse multiquadric are usually preferred.
5) Each output node (neuron) computes its activation as a weighted sum. The external output vector of the network, consists of the activations of output nodes, i.e.,. The activation of a hidden node is high if the current input vector of the network is “similar” (depending on the value of the radius) to the center of its basis function. The center of a basis function can, therefore, be regarded as a prototype of a hyper spherical cluster in the input space of the network. The radius of the cluster is given by the value of the radius parameter. In the literature, some variants of this network structure can be found, some of which do not contain shortcut connections or bias neurons. Parameters (centers, radii, and weights) of the RBF networks must be determined by means of a set of training patterns with a target vector and (supervised training).

B. Proposed Radial Basis Function (PRBF)

This paper describes proposed radial basis function classifier that performs comparative cross-validation for existing radial basis function classifier. Comparative Cross-validation involves estimation of accuracy by either stratified k-fold cross-validation or equivalent repeated random subsampling.

In k-fold cross-validation, the original sample is partitioned into k subsamples. Of the k subsamples, a single subsample is retained as the validation data for testing the model, and the remaining k − 1 subsamples are used as training data. The cross-validation process is then repeated k times (the folds), with each of the k subsamples used exactly once as the validation data. The k results from the folds then can be averaged (or otherwise combined) to produce a single estimate. The advantage of this method over repeated random sub-sampling is that all observations are used for both training and validation, and each observation is used for validation exactly once. 10-fold cross-validation is commonly used. Cross validation is still required to prevent over fitting.

If there are many more positive instances than negative instances in a dataset, there is a chance that a given fold may not contain any negative instances. To ensure that this does not happen, stratified K-fold cross-validation is used where each fold contains roughly the same proportion of class labels as in the original set of samples.

In general, stratified 10-fold cross validation is recommended for estimating accuracy (even if computation power allows using more folds) due to its relatively low bias and variance.

The Repeated random sub-sampling validation method randomly splits the dataset into training and validation data. For each such split, the classifier is retrained with the training data and validated on the remaining data. The results from each split can then be averaged. The advantage of this method (over k-fold cross validation) is that the proportion of the training/validation split is not dependent on the number of iterations (folds). The disadvantage of this method is that some observations may never be selected in the validation subsample, whereas others may be selected more than once. In other words, validation subsets may overlap.

IV. PERFORMANCE MEASURES

This section a detailed performance evaluation of proposed radial basis function classifier.

A. Classification Accuracy

The primary metric for evaluating classifier performance is classification Accuracy - the percentage of test samples that are correctly classified.

Natural performance measure for classification problems:
- Success: instance’s class is predicted correctly
- Error: instance’s class is predicted incorrectly
- Error rate: proportion of errors made over the whole set of instances
- Accuracy: proportion of correctly classified instances over the whole set of instances

\[ \text{Accuracy} = 1 - \text{error rate} \]

The error and error rate for existing radial basis function classifier is one. So classification accuracy is high (99.76 %). But error and error rate for proposed radial basis function classifier is 328 (uncorrected classes) and 0.7866 respectively for 417 instances. So the classification accuracy for proposed radial basis function classifier is low (21.34 %).

B. Prediction Accuracy

Prediction can be viewed as a type of classification. The prediction accuracy is given by:

\[ \text{Accuracy} = 1 - \text{error rate} \]

Where the test error (rate), or generalization error, is the average loss over the test set. Thus, the following error rate is obtained which can be expressed in term of Mean Squared Error (MSE). The error rate (MSE) for existing radial basis function classifier is 0.0003. So Prediction accuracy is 99.96 %. But error rate (MSE) for proposed radial basis function classifier is 0.1041. So the Prediction accuracy is 89.58 %.

C. Runtime

The serial runtime of a program is the time elapsed between the beginning and the end of its execution on a sequential computer.

D. Bias-Variance Tradeoff

The bias of an estimator is the difference between the expected value of the estimator and the actual value. The degree to which numerical data tend to spread is called the dispersion, or variance of the data.
The bias-variance tradeoff principle can be stated as follows:

- Dataset with too few parameters are inaccurate because of a large bias (not enough flexibility).
- Dataset with too many parameters are inaccurate because of a large variance (too much sensitivity to the sample).

For a given dataset, the comparative cross-validation exhibits high bias and variance due to large numbers of uncorrected class and there by large of errors respectively. Hence we obtained low accuracy.

\[ \text{For a given dataset, the comparative cross-validation exhibits high bias and variance due to large numbers of uncorrected class and there by large of errors respectively. Hence we obtained low accuracy.} \]

### E. Precision and Recall

Precision and Recall are two widely used measures for evaluating the quality of results in domains such as Information Retrieval and statistical classification [12]. Precision can be seen as a measure of exactness or fidelity, whereas Recall is a measure of completeness.

In a statistical classification [15] task, the Precision for a class is the number of true positives (i.e. the number of items correctly labeled as belonging to the class) divided by the total number of elements labeled as belonging to the class (i.e. the sum of true positives and false positives, which are items incorrectly labeled as belonging to the class). Recall in this context is defined as the number of true positives divided by the total number of elements that actually belong to the class (i.e. the sum of true positives and false negatives, which are items which were not labeled as belonging to that class but should have been).

### V. EXPERIMENTAL RESULTS

In this section, the properties and advantages of this approach are demonstrated by means of directing marketing data set and also the performance of PRBF is evaluated. The performance of classification algorithm is usually examined by evaluating the accuracy of the classification.

**TABLE I PROPERTIES OF DATA SETS**

<table>
<thead>
<tr>
<th>Dataset</th>
<th>INSTANCES</th>
<th>Attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct Marketing</td>
<td>417</td>
<td>256</td>
</tr>
</tbody>
</table>

The Performance of classification is examined much as is done with information retrieval systems. With only two classes, there are four possible outcomes with the classification. The upper left and lower right quadrants are correct actions. The remaining two quadrants are incorrect actions.

Classification accuracy is usually calculated by determining the percentage of tuples placed in the correct class. This ignores the fact that there also may be a cost associated with an incorrect assignment to the wrong class. This perhaps should also be determined. The Performance of classification is examined much as is done with information retrieval systems. With only two classes, there are four possible outcomes with the classification. The upper left and lower right quadrants are correct actions. The remaining two quadrants are incorrect actions.

**TABLE II RUN TIME (SECONDS)**

<table>
<thead>
<tr>
<th></th>
<th>Existing radial basis function (ERBF)</th>
<th>Proposed radial basis function (PRBF)</th>
<th>Faster By</th>
</tr>
</thead>
<tbody>
<tr>
<td>Run Time</td>
<td>12.84</td>
<td>10.94</td>
<td>1.90</td>
</tr>
</tbody>
</table>

**TABLE III CLASSIFICATION ACCURACY**

<table>
<thead>
<tr>
<th></th>
<th>Existing radial basis function (ERBF)</th>
<th>Proposed radial basis function (PRBF)</th>
<th>Reduced By</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>99.76 %</td>
<td>21.34 %</td>
<td>78.42 %</td>
</tr>
</tbody>
</table>

**Fig. 1 Run Time (Seconds)**

**Fig. 2 Classification Accuracy**
TABLE IV
PREDICTION ACCURACY

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Existing radial basis function (ERBF)</th>
<th>Proposed radial basis function (PRBF)</th>
<th>Reduced By</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy Ratio</td>
<td>99.96 %</td>
<td>89.58 %</td>
<td>10.38 %</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

Classification is an important problem in data mining. In this work one text mining classifier is developed using radial basis function classifier to measure the training time, Classification accuracy, precision and recall for direct marketing data set. First, utilized our developed text mining algorithm, including text mining techniques based on classification of data upon one data set. After that, existing radial basis function classifier is employed to deal with measure training time, Classification accuracy, precision and recall for direct marketing data set. Experimental results show that the proposed method may have high bias; its performance (accuracy estimation in our case) may be poor due to high variance. Thus the accuracy with proposed radial basis function classifier was less than with the existing radial basis function classifier. However there is smaller the improvement in runtime and larger improvement in precision and recall. In the proposed method classification accuracy and prediction accuracy are determined where the prediction accuracy is comparatively high. This algorithm is independent of specify data sets so that many ideas and solutions can be transferred to other classifier paradigms.
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