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Abstract—This paper aims to select the optimal location and setting parameters of TCSC (Thyristor Controlled Series Compensator) controller using Particle Swarm Optimization (PSO) and Genetic Algorithm (GA) to mitigate small signal oscillations in a multimachine power system. Though Power System Stabilizers (PSSs) are prime choice in this issue, installation of FACTS device has been suggested here in order to achieve appreciable damping of system oscillations. However, performance of any FACTS devices highly depends upon its parameters and suitable location in the power network. In this paper PSO as well as GA based techniques are used separately and compared their performances to investigate this problem. The results of small signal stability analysis have been represented employing eigenvalue as well as time domain response in face of two common power system disturbances e.g., varying load and transmission line outage. It has been revealed that the PSO based TCSC controller is more effective than GA based controller even during critical loading condition.
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I. INTRODUCTION

Low frequency power oscillations are the challenging problem in interconnected power systems. These oscillations may sustain and grow to cause system separation if no adequate damping is available [1]. Conventionally, additional damping in system is introduced by the application of PSS [2], [3]. With the development of FACTS [4], researchers paid much attention to this device to not only improve the damping of power system oscillations but also to enhance the system power transfer capability. In [5] Unified power flow controller (UPFC), a modern FACTS device has been used to introduce adequate damping in power system network with changing system conditions. Thyristor Controlled Series Compensator (TCSC), a series controlled FACTS device has been proven to be very robust and effective means for this purpose in long transmission lines of modern power systems [6], [7].

The optimal placement of FACTS controller in power system networks has been reported in literatures based on different aspects. A method to obtain optimal location of TCSC has been suggested in [8] based on real power performance index and reduction of system VAR loss. In [9] optimal allocation of SVC using Genetic Algorithm (GA) has been introduced to achieve the optimal power flow (OPF) with lowest cost generation in power system.

But the optimal allocations of TCSC controller using PSO to investigate the small signal oscillations have not been discussed in existing literature. In this paper this fact has been taken into consideration as well as a PSO based technique is proposed to place TCSC controller in a multimachine system in order to damp the small signal oscillations.

It is a well known fact that optimal parameter tuning of power system analysis controller is a complex exercise. The conventional techniques reported in the literatures [10], [11] are time consuming, require heavy computation burden and they have slow convergence rate too. Many stochastic search methods have been developed for global optimization problems, such as artificial neural network, genetic algorithm and evolutionary programming [12], [13].

Recently, Particle Swarm Optimization (PSO) method, developed by Kennedy and Eberhart [14] has appeared as a promising algorithm for handling the optimization problems. PSO is a robust, non-linear and population based stochastic optimization technique which can generate high-quality solutions within shorter calculation time and has more stable convergence characteristics than other stochastic methods. Though attempts have been made in several research papers [15], [16] for the design of optimal FACTS controllers using PSO, the applications are mostly limited to the case of single machine infinite bus system.

In this paper, both PSO and the GA based techniques are used to search the best location and the parameters of TCSC controller and the application is extended to study the small-signal oscillation problem in case of a multimachine power system.

The paper is organized as follows: section II describes the small signal modeling of the multimachine system with TCSC controller. The desired objective function and the optimization problem have been formulated in section III. Overview of PSO and GA with proposed parameter optimization algorithm has been discussed in section IV. In section V, the TCSC controller parameters and its optimal location are identified separately by both algorithms and subsequently the applications of PSO and the GA based TCSC controllers have been illustrated following power system disturbances. Finally, comparisons between PSO and the GA based results have been drawn in section VI.
II. SYSTEM MODELING

A. Modeling of TCSC

The basic TCSC module and the transfer function model of a TCSC controller [17] have been shown in Fig. 1(a) and 1(b) respectively. This simple model utilizes the concept of a variable series reactance which is adjusted through appropriate variation of the firing angle (\( \alpha \)). The controller comprises of a gain block, a signal washout block and a phase compensator block. The input signal is the normalized speed deviation (\( \Delta \nu \)), and output signal is the stabilizing signal (i.e. deviation in conduction angle, \( \Delta \alpha \)). Neglecting washout stage, the TCSC controller model can be represented by the following state equations:

\[
\frac{dX_c}{dt} = X_c (\nu - \nu_s) + \frac{1}{2} \frac{d^2X_c}{dt^2}
\]

\[
\frac{d\alpha}{dt} = \frac{1}{T_2} \left( \frac{1}{T_2} \right) \frac{\partial \Delta \nu}{\partial \alpha} - \frac{1}{T_2} \frac{\partial \Delta \alpha}{\partial \alpha}
\]

where,

\[
\Delta \nu = -\frac{1}{T_2} \Delta \nu - \frac{K_{tcsc}}{\omega_s} \left( \frac{1}{T_2} \right) \Delta \nu - \frac{K_{tcsc}^2}{\omega_s} \left( \frac{1}{T_2} \right) \Delta \alpha
\]

The linearized TCSC equivalent reactance can be obtained by the following relationship [18]:

\[
\Delta X_{tcsc} = \left[ \frac{1}{2} \frac{2 \pi}{\alpha} \cos^2(2\alpha) \right] \Delta \alpha
\]

where, \( C_1 = \frac{X_C + X_{LC}}{\pi} \), \( C_2 = \frac{2X_{LC}}{\pi X_L} \) and \( X_{LC} = \frac{X_C X_L}{X_C - X_L} \).

B. Multimachine Model with TCSC

The small signal modeling of a multimachine system with IEEE-Type I exciter has been described in [19]. All equations relating to the performance of the machine with exciter and network power flow were linearized around the nominal operating condition to obtain the dynamic model of the system for eigenvalue analysis and are represented by the following state-space equations:

\[
\Delta \dot{X} = A_1 \Delta X + B_1 \Delta \nu + B_2 \Delta V_g + E_1 \Delta U
\]

\[
0 = C_1 \Delta X + D_1 \Delta I_g + D_2 \Delta V_g
\]

\[
0 = C_4 \Delta X + D_4 \Delta V_g + D_5 \Delta V_f
\]

\[
0 = D_6 \Delta V_g + D_7 \Delta V_f
\]

Here (4) and (5) represent the linearized differential equations and linearized stator algebraic equations of the machine, while (6) and (7) correspond to the linearized network equations pertaining to the generator buses and the load buses. The multimachine linearized model with TCSC controller has been formulated by adding the state variables (\( \Delta X_{tcsc} = [\Delta \alpha \Delta X_{tcsc}]^T \)) corresponding to the TCSC controller with (4)-(6) and the TCSC power flow equations are included in the network equation (7). The TCSC linearized power flow equations at the node \( s \) can be obtained by the following expression:

\[
0 \delta = \begin{bmatrix} \frac{\partial P_s}{\partial \delta} & \frac{\partial P_s}{\partial V_s} & \frac{\partial P_s}{\partial V_{gs}} & \frac{\partial P_s}{\partial V_{qs}} & \frac{\partial P_s}{\partial V_{gs}} & \frac{\partial P_s}{\partial V_{qs}} & \frac{\partial P_s}{\partial V_{gs}} & \frac{\partial P_s}{\partial V_{qs}} \end{bmatrix} \begin{bmatrix} \Delta \alpha \Delta X_{tcsc} \end{bmatrix}
\]

where, \( P_s = V^2 g_s - V_s V_t (g_{st} \cos \delta_s + b_{st} \sin \delta_s) \)

and \( Q_s = V^2 s_s - V_s V_t (g_{st} \sin \delta_s - b_{st} \cos \delta_s) \)

Similarly, the equations for the node \( t \) can be obtained by replacing \( s \) by \( t \).

Here, \( Y_s = \frac{1}{R_s + j(X_{st}^2 + X_{TCSC}^2)} = \frac{R_s + j(X_{st} + X_{TCSC})}{R_s^2 + X_{st}^2 + X_{TCSC}^2} \)

\[
\delta = \frac{\partial P_s}{\partial \delta} = \frac{\partial P_s}{\partial V_s} = \frac{\partial P_s}{\partial V_{gs}} = \frac{\partial P_s}{\partial V_{qs}} = \frac{\partial P_s}{\partial V_{gs}} = \frac{\partial P_s}{\partial V_{qs}} = \frac{\partial P_s}{\partial V_{gs}} = \frac{\partial P_s}{\partial V_{qs}}
\]

\[
\delta = \frac{\partial g_{st}}{\partial \delta} + \frac{\partial g_{st}}{\partial V_s} + \frac{\partial g_{st}}{\partial V_{gs}} + \frac{\partial g_{st}}{\partial V_{qs}}
\]

\[
\delta = \frac{\partial b_{st}}{\partial \delta} + \frac{\partial b_{st}}{\partial V_s} + \frac{\partial b_{st}}{\partial V_{gs}} + \frac{\partial b_{st}}{\partial V_{qs}}
\]

Eliminating \( \Delta \nu \) from (4)-(6), the overall system matrix for an \( m \)-machine system can be obtained as:

\[
A_{tcsc} = [A'] - [B'] [D']^{-1} [C']
\]

where \( A' = A_1 - B_1 D_1 C_1, B' = [B_2 - B_1 D_1] D_2 \)

and \( C' = [C_2 - D_2 D_1 C_1] \).

Therefore, linearzed state-space model of the multimachine system with TCSC controller can be expressed as:

\[
\Delta \dot{X} = A_{tcsc} \Delta X + E_1 \Delta U
\]

\[
\Delta Y = C \Delta X
\]
III. PROBLEM FORMULATION

A. Objective Function and Optimization Problem

The optimization problem represented here is to search for the optimal location and the parameter set of the TCSC controller using PSO and GA algorithms. It is worth mentioning that the TCSC controller is designed to minimize the power system small signal oscillations after a disturbance so as to improve the stability. This results in minimization of the critical damping index (CDI) given by:

\[ CDI = J = (1 - \zeta_i) \]  

Here, \( \zeta_i = -\sigma_i / \sqrt{\sigma_i^2 + \omega_i^2} \) is the damping ratio of the \( i \)-th critical swing mode. The objective of the optimization is to maximize the damping ratio (\( \zeta \)) as much as possible. There are four tuning parameters of the TCSC controller; the controllers gain (\( K_{tcsc} \)), lead time constant (\( T_1 \)), lag time constant (\( T_2 \)) and the location number (\( N_{loc} \)). These parameters are to be optimized by minimizing the objective function \( J \) given by (16). With the change of locations and parameters of the TCSC controller the damping ratio (\( \zeta \)) as well as \( J \) varies. The problem constraints are the bounds on the possible locations and parameters of the TCSC controller. The optimization problem can then be formulated as:

Minimize \( J \)  

Subject to constraints

\[ K_{tcsc}^{min} \leq K_{tcsc} \leq K_{tcsc}^{max} \]
\[ T_1^{min} \leq T_1 \leq T_1^{max} \]
\[ T_2^{min} \leq T_2 \leq T_2^{max} \]
\[ N_{loc}^{min} \leq N_{loc} \leq N_{loc}^{max} \]

IV. OPTIMIZATION ALGORITHMS

A. Particle Swarm Optimization (PSO)

Particle Swarm Optimization was first developed in 1995 by Eberhart and Kennedy [14]. The algorithm begins by initializing a random swarm of \( M \) particles, each having \( R \) unknown parameters to be optimized. In each iteration, the fitness of each particle is evaluated according to the selected fitness function. The algorithm stores and progressively replaces the best fit parameters of each particle (\( pbest_i \), \( i = 1, 2, 3, \ldots, M \)) as well as a single most fit particle (\( gbest \)) among all the particles in the group. The trajectory of each particle is influenced in a direction determined by the previous velocity and the location of \( gbest \) and \( pbest_i \). Each particle’s previous position (\( pbest_i \)) and the swarm’s overall best position (\( gbest \)) are meant to represent the notion of individual experience memory and group knowledge of a “leader” respectively. The parameters of each particle (\( p_i \)) in the swarm are updated in each iteration (\( n \)) according to the following equations:

\[ vel_i(n) = w \times vel_i(n-1) + acc_1 \times rand_1 \times (gbest - p_i(n-1)) \]
\[ + acc_2 \times rand_2 \times (pbest_i - p_i(n-1)) \]  

where, \( vel_i(n) \) is the velocity vector of particle \( i \). \( acc_1, acc_2 \) are the acceleration coefficients that pull each particle towards \( gbest \) and \( pbest_i \) positions respectively and are often set in the range \( (0, 2) \). \( w \) is the inertia weight of values \( (0, 1) \). \( rand_1 \) and \( rand_2 \) are two uniformly distributed random numbers in the ranges \( (0, 1) \).

1. Algorithms for Implemented PSO

To optimize (16), routines from PSO toolbox [20] are used. The objective function corresponding to each particle is evaluated by the eigenvalue analysis program of the proposed test system shown in Appendix (Fig. A.1). The particle is defined as a vector which contains the TCSC controller parameters and the location number: \( K_{tcsc}, T_1, T_2 \) and \( N_{loc} \). The initial population is generated randomly for each particle and is kept within a typical range. The values of the TCSC parameters and the location numbers are updated in each generation within this specified range. It is to be noted that TCSC location numbers are updated only for the set of specific branch indexes. The particle configuration corresponding to the TCSC controller is shown in Fig. 2.

Fig. 2 Particle configuration for TCSC controller

Here first string corresponds to the TCSC controller gain, second and third strings for lead and lag time constants and fourth contain the number of transmission line where the TCSC is to be located. The network branches (line #12, 13, 14, 15, 16, 17, 18, 19 and 20) between two load buses (Fig. A.1) are chosen here for possible installing locations of the TCSC and therefore, the line #12 and line #20 are assigned for \( N_{loc}^{min} \) and \( N_{loc}^{max} \) respectively. The computational flow chart of the implemented PSO has been shown in Fig. 3.

B. Overview of Genetic Algorithm (GA)

Genetic algorithms (GAs) [21] are essentially global search algorithms based on the mechanisms of natural selection and genetics. It has been used for optimizing the parameters of the control system that are complex and difficult to solve by conventional optimisation methods. GA maintains a set of candidate solutions called population and repeatedly modifies them. At each step, the GA selects individuals from the current population to be parents and uses them to produce the children for the next generation. Candidate solutions are usually represented as strings of fixed length, called chromosomes. A
fitness or objective function is used to reflect the goodness of each member of the population. The GAs start with random generation of initial population and then the selection, crossover and mutation are preceded until the maximum generation is reached.

Step 4: Evaluate objective function \( J \) for each individual in the current population.
Step 5: Determine and store best individual which minimizes the objective function.
Step 6: Check whether the generation exceeds maximum limit/stall generation limit.
Step 7: If generation \( \geq \) max. limit, update population for next gen. by crossover and mutation and repeat from step 3.
Step 8: If generation \( > \) max. limit, stop program and produce output.

![Fig. 3 Flow chart of the implemented PSO](image)

V. RESULTS AND PERFORMANCE STUDY

A. Application of PSO and GA in the Test System

The validity of the proposed PSO and the GA algorithms has been tested here on an IEEE-14 bus system (Fig. A.1). This system has also been used widely in the literature [22] for small signal stability analysis. In order to study the small signal performance of the system the simulation is carried out for two independent types of disturbances: (i) real and reactive load increased at a particular bus # 9 (15 % more than nominal case) (ii) outage of a transmission line (# 4-13). The swing modes of the system without TCSC dynamics are listed in Table I.

<table>
<thead>
<tr>
<th>Swing modes without TCSC</th>
<th>Swing modes with TCSC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Load increased at bus # 9</td>
<td>Transmission line # 4-13</td>
</tr>
<tr>
<td>( P_L = 0.339 \text{ pu}, Q_L = 0.190 \text{ pu} )</td>
<td>( # 9 ) (15 % more than nominal case)</td>
</tr>
<tr>
<td>( # )</td>
<td>Swing modes</td>
</tr>
<tr>
<td>1</td>
<td>(-1.5446 \pm j7.5274)</td>
</tr>
<tr>
<td>2</td>
<td>(-1.4244 \pm j6.5313)</td>
</tr>
<tr>
<td>3</td>
<td>(-1.1590 \pm j6.1460)</td>
</tr>
<tr>
<td>4</td>
<td>(-0.8831 \pm j5.8324)</td>
</tr>
</tbody>
</table>

It has been observed that the swing mode # 4 is the critical one as the damping ratio of this mode is smallest compared to other modes. Therefore, stabilization of this mode is essential in order to improve small signal stability.
The objective function given by (16) is evaluated by small signal analysis program of the proposed test system. All the loads are assumed to be of constant power type. The nodal voltage magnitudes and angles were solved by the conventional N-R load flow while a separate subprogram was solved at the end of each iteration to update the state variables for the FACTS in order to meet the specified line-flow criteria. The transmission line compensation ($X_{tcsc} / X_{line}$) is kept to be around 60% for each of the selected lines and therefore $X_c$, $X_L$ and $\alpha$ for the TCSC are chosen according to the line reactance. The initial value of the firing angle ($\alpha$) of the TCSC is kept within capacitive zone.

Both algorithms separately generate the best set of parameters as well as the best location (Table II) corresponding to the TCSC controller by minimizing the desired objective function $J$. The damping ratio of the critical swing mode # 4 with the application of PSO and the GA based TCSC controller in its optimal location has been represented in Table III.

<table>
<thead>
<tr>
<th>Table II</th>
<th>TCSC Controller Parameters and Locations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$K_{tcsc}$</td>
</tr>
<tr>
<td>PSO based TCSC parameters and location</td>
<td>16.809</td>
</tr>
<tr>
<td>GA based TCSC Parameters and location</td>
<td>9.986</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table III</th>
<th>Application of TCSC Controller</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Critical swing mode # 4</td>
</tr>
<tr>
<td>Load increased (15 %)</td>
<td>-1.0611 ± j5.7341</td>
</tr>
<tr>
<td>Line outage (# 4-13)</td>
<td>-1.0602 ± j5.7519</td>
</tr>
</tbody>
</table>

It is evident from Table III that the damping action of the both PSO and GA based controllers is found to be satisfactory and adequate with respect to the load increase and the outage of the transmission line. The performance of the controller is further demonstrated by computing the angular speed response of the machine #1 relative to the machine #2. The deviation of angular speed ($\Delta \omega$) response with and without control has been plotted in Fig. 5 for simulation time 7 sec. It has been observed that the damping performance of the PSO based TCSC controller is more effective and satisfactory compared to the GA based TCSC controller for both cases of disturbances.

The convergence rate of the objective function $J$ towards best solutions with population size 15 and number of generations 200 has been shown in Fig. 6(a) and 6(b). In PSO and GA algorithms, the maximum iteration number 200 is adopted for determining termination condition and to stop the simulated evolution. The convergence is guaranteed by observing the value of $J$, which remains unchanged upto 8 decimal places.
In order to study the performance robustness of the designed TCSC controllers, the effect of critical loading on system stability has been investigated in this section. The real load at bus #9 is increased form its nominal value \( P_L = 0.295 \, \text{pu} \), \( Q_L = 0.166 \, \text{pu} \) in steps. In each case eigenvalues of the system matrix are checked for stability. It has been observed that at load \( P_L = 2.60 \, \text{pu}, \, Q_L = 0.166 \, \text{pu} \) Hopf bifurcation takes place for the critical swing mode #4 (Table IV) and led to low-frequency oscillatory instability of the system. When PSO and the GA based TCSC are installed at line #16 and line #17 separately there is no Hopf bifurcation of swing modes (Table V). This implies that the TCSC controllers so obtained by PSO and GA methods can put off the Hopf bifurcation until further increase of load levels.

### VI. COMPARISON BETWEEN PSO AND GA

From the simulation results it is evident that both PSO and GA based techniques handle the proposed optimization problem efficiently and generate satisfactory results. But the application of PSO based TCSC controller imparted reasonably more damping to the critical swing mode compared to the GA based TCSC controller. It has been found that the GA based TCSC controller improves the damping ratio of the critical swing mode about 12-13% and 6-7% for the case of load increase and transmission line outage respectively, whereas the PSO based TCSC controller improves it more than 20% against both the cases of disturbances. This implies that PSO based TCSC controller can mitigate the small signal oscillations problem more efficiently than GA based controller.

The convergence rate of the objective function applying PSO has been compared with GA based results (Fig. 6(a) and Fig. 6(b)). It has been observed that in case of PSO based optimization method the objective function, \( J \) has been converged within 15 generations whereas for GA based technique it has taken around 60 generations. Therefore, it appears that PSO has more fast and stable convergence characteristics than GA.

### VII. CONCLUSIONS

In this paper a novel stochastic method, PSO has been implemented for optimal parameter setting and identification of optimal site of the TCSC controller in a standard multimachine power system in order to mitigate the small signal oscillation problem. The enhancement of small signal stability has been achieved employing both PSO and GA algorithms by minimizing a desired objective function. The performance of the PSO and the GA based TCSC controller has been compared against power system disturbances e.g. varying load and transmission line outage. The nature of critical eigenvalue and time response analysis reveals that the PSO based TCSC controller is more superior than the GA based TCSC controller even during critical loading. The present approach of PSO based optimization technique appears to have good accuracy, faster convergence rate and is free from computational complexity than GA based technique.
Appendix

A. Proposed Study System

\[ X = \begin{bmatrix} X_1^T & X_2^T & \cdots & X_m^T \end{bmatrix}^T \]

\[ X_i = \begin{bmatrix} \phi_i \, \theta_i \, E_{qi} \, E_{di} \, E_{ldi} \, V_{Ri} \, V_{Si} \, \alpha_i \, \chi_{TCSC} \end{bmatrix}^T \]

\[ I_g = \begin{bmatrix} I_{g1} \, I_{g2} \, \cdots \, I_{gm} \end{bmatrix} \]

\[ V_g = \begin{bmatrix} \theta_1 \, V_1 \, \theta_2 \, V_2 \, \cdots \, \theta_m \, V_m \end{bmatrix} \]

\[ I_l = \begin{bmatrix} \theta_{m+1} \, V_{m+1} \, \theta_{m+2} \, V_{m+2} \, \cdots \, \theta_n \, V_n \end{bmatrix} \]

\[ U = \begin{bmatrix} U_1^T \, U_2^T \, \cdots \, U_m^T \end{bmatrix}, \quad U_i = [\alpha_i \, \chi_{TCSC}] \text{ for } i = 1, 2, \ldots, m \]

(PV buses) and \( i = m+1, m+2, \ldots, n \) (PQ buses).

B. Machine and Network State Variables

C. Parameters of TCSC Module

<table>
<thead>
<tr>
<th>Line #</th>
<th>( X_{line} ) (pu)</th>
<th>( X_L )</th>
<th>( X_C )</th>
<th>( \alpha ) (deg)</th>
<th>( T_{TCSC} ) (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Branch #16</td>
<td>0.08450</td>
<td>0.00490</td>
<td>0.02840</td>
<td>150</td>
<td>17</td>
</tr>
<tr>
<td>Branch #17</td>
<td>0.27038</td>
<td>0.00726</td>
<td>0.0372</td>
<td>155</td>
<td>17</td>
</tr>
</tbody>
</table>
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