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Abstract—Many works have been carried out to compare the efficiency of several goodness of fit procedures for identifying whether or not a particular distribution could adequately explain a data set. In this paper a study is conducted to investigate the power of several goodness of fit tests such as Kolmogorov-Smirnov (KS), Anderson-Darling (AD), Cramer-von-Mises (CV) and a proposed modification of Kolmogorov-Smirnov goodness of test which incorporates a variance stabilizing transformation (FKS). The performances of these selected tests are studied under simple random sampling (SRS) and Ranked Set Sampling (RSS). This study shows that, in general, the Anderson-Darling (AD) test performs better than other GOF tests. However, there are some cases where the proposed test can perform as equally good as the AD test.
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I. INTRODUCTION

Goodness of fit tests have been applied in many areas of research. Goodness of fit tests (GOF) measure the degree of agreement between the distribution of an observed sample data and a theoretical statistical distribution. The problems involve a comparison of the empirical distribution function (EDF) for a set of ordered observations of size $n$, say $F_n(x_{(i)})$, with a particular theoretical distribution with known parameters, denoted as $F_0(x_{(i)})$. The problem can be formulated under the test of hypothesis involving $H_0: F(x) = F_0(x_{(i)})$ where $F_0$ is the hypothesized continuous cumulative distribution function (cdf) with known parameters against $H_1: F(x) \neq F_0(x_{(i)})$. The standard practice of GOF test is that the observations are sampled based on a simple random sampling (SRS) procedure.

Another good and efficient sampling procedure which has received numerous attention in the current statistics is ranked set sampling. This sampling procedure was first introduced by McIntyre in 1952 [1] in his effort to find an efficient method to estimate the yield of pastures [2].

From his study, he found that RSS was more efficient and cost effective than the commonly used simple random sampling, particularly when visual ordering of sample units can be done easily and cheaply but the actual measurement of the sample units is expensive and difficult. After his first investigation, there is almost no application of RSS by any researchers until it was rediscovered by Halls and Dale [3]. They found that the estimator for the population mean based on RSS is more efficient than SRS. Takahashi and Wakimoto [4] was the first to provide the mathematical theory of RSS. They found that when ranking is perfect the sample mean based on RSS is an unbiased estimator of the population mean. The same result was later obtained by Dale and Clutter [5]. RSS has received a lot of interest from various researchers and recently there have been many developments in the theories and methodologies of RSS, see for example Chen [6], Stokes & Sager [7], Patil [8], Patil et.al [9], Bai & Chen[10] and Jemain et.al [11].

In this paper, the performance of several goodness of fit tests such as Kolmogorov-Smirnov (KS), AndersonDarling(AD), Cramer-von-Mises (CV) are investigated. In addition a modified KS goodness of fit test which incorporates a variance stabilizing transformation (FKS) is proposed. The performances of these selected tests are studied under two sampling techniques which are Simple Random Sampling (SRS) and Ranked Set Sampling (RSS).

II. RANKED SET SAMPLING PROCEDURES

The RSS procedure as suggested by McIntyre [1] is as follows:

To obtain a RSS sample of size $k$, $k$ sets of SRS samples each of size $k$ are selected from the target population. The units within each set are then rank with respect to a variable of interest by visual judgment or any other inexpensive ranking mechanism but not involving actual measurements of the variable. From the first sample, the smallest ranked unit is selected and the actual measurement is made on the variable of interest denoted as $X_{(1k)}$. Then the second SRS of size $k$ is selected from the population and ranked without actual measurement as before. From this sample, the second smallest rank unit is selected and actual measurement is made on the variable of interest denoted as $X_{(2k)}$. The process is continued until from the $k$-th sample, the $k$-th ranked unit is selected and measurement is taken, denoted as
In a cycle of getting a ranked set sample of size $k$, sample units of size $k^2$ have actually been considered. The cycle can be repeated many times, and if the cycle is repeated $m$ times, the final data sets for RSS would be of size $n = mk$, given as follows:

$$X_{(1:k)} X_{(2:k)} \ldots X_{(k:k)}$$

$$X_{(1:k)} X_{(2:k)} \ldots X_{(k:k)}$$

$$\ldots \ldots \ldots$$

$$X_{(1:k)} X_{(2:k)} \ldots X_{(k:k)}$$

The random variables in each row are the order statistics associated with the SRS observations, which can be written as $X_{(1:k)} \leq X_{(2:k)} \leq \ldots \leq X_{(k:k)}$ for $i = 1, 2, \ldots, m$. The probability density function (pdf) of the $r$-th order statistic $X_{(r:k)}$ for a SRS of size $k$ is denoted as:

$$f_{(r,k)}(x) = \frac{k!}{(r-1)!(k-r)!} [F(x)]^{r-1} [1-F(x)]^{k-r} f(x)$$

where $f(x)$ and $F(x)$ are the probability density function and cumulative distribution function for a random sample $X_1, X_2, \ldots, X_k$ respectively. We can easily verify the relationship between $f_{(r,k)}(x)$ and $f(x)$, see for example [2], as follows:

$$f(x) = \frac{1}{k} \sum_{r=1}^{k} f_{(r,k)}(x)$$

Also the following fundamental equality holds for all $x$:

$$F(x) = \frac{1}{k} \sum_{r=1}^{k} F_{(r,k)}(x)$$

where

$$F_{(r,k)}(x) = \int_{0}^{x} \frac{\Gamma(k+1)}{\Gamma(r)\Gamma(k-r+1)} t^{r-1}(1-t)^{k-r} dt$$

### III. GOODNESS OF FIT PROCEDURES

In order to test whether a ranked set sample, comes from a particular distribution, for example a standard normal $N(0,1)$, the null hypothesis $H_0 : F(x) = N(0,1)$ is tested against the alternative hypothesis $H_1 : F(x) \neq N(0,1)$. The GOF procedure is described as the following:

The RSS for the $i$-th cycle $X_{(r:k)}$, where $r = 1, 2, \ldots, k$ and $i = 1, 2, \ldots, m$ is generated assuming a particular cdf of $F(x)$. These observations are then ordered from smallest to largest, denoted as $y_{(1:n)}, y_{(2:n)}, \ldots, y_{(n:n)}$ where $n = mk$.

The empirical distribution function (EDF) is defined as:

$$F_s(y_{(i:n)}) = \frac{i}{n+1}$$

where $i = 1, 2, \ldots n$. The EDF values will be compared to the theoretical distribution of ordered observations based on:

$$F(y_{(i:n)}) = \frac{1}{k} \left( F_{(1:k)}(y_{(i:n)}) + F_{(2:k)}(y_{(i:n)}) + \ldots + F_{(k:k)}(y_{(i:n)}) \right)$$

for all $i = 1, 2, \ldots n$. To study the degree of discrepancies between the EDF and the theoretical distribution, there are various GOF statistics in the literature that have been used. The GOF tests that are of particular interest in this study include the Kolmogorov-Smirnov (KS), given by Kolmogorov and Smirnov[12], Anderson-Darling (AD), Cramer-von-Mises (CV) and the proposed modification of KS which incorporates variance stabilizing transformation (FKS). The popular KS test is defined as:

$$KS = \max(D^+, D^-)$$

where $D^+ = \max \left( F(y_{(i:n)}) - \frac{i}{n} \right)$ and

$$D^- = \max \left( F(y_{(i:n)}) - \frac{i-1}{n} \right)$$

The respective Anderson-Darling and Cramer-von-Mises tests are define as:

$$AD = -\frac{n}{2} \sum_{i=1}^{n} \left[ (i-0.5) \log F(y_{(i:n)}) + (n-i-0.5) \log \left( 1 - F(y_{(i:n)}) \right) \right] - n$$

and

$$CV = \sum_{i=1}^{n} \left[ F(y_{(i:n)}) - \frac{i-0.5}{n} \right]^2 + \frac{1}{12n}$$

Another alternative for GOF test is offered beside the statistics shown in equations (7) to (9). Variance stabilizing transformation is incorporated to the original modified KS of Green and Hegazy [14]. The proposed modified statistics which is called FKS is defined as:

$$FKS = \max \left| \sin^{-1}(F(y_{(i:n)})) - \sin^{-1}\left( \frac{i}{n+1} \right) \right|$$

### IV. RESULTS

A simulation study was carried out to test the hypothesis $H_0 : F(x) = N(0,1)$ against $H_1 : F(x) \neq N(0,1)$ under SRS and RSS. The following alternative hypotheses are considered under both sampling techniques against the null hypothesis to allow for differences in locations and variances in the contending distributions.
The alternative hypotheses that are considered are as follows:

(a) $N(0, 1.25)$  
(b) $N(0, 1.5)$  
(c) $N(0.5, 1)$  
(d) $N(1, 1)$  
(e) $N(0.5, 1.5)$  
(f) $N(1, 1.25)$

The following results as shown in figures Fig. 1 (a) to Fig. 1 (f) are found based on simulation study under SRS. In the case of same location but differing in variances as opposed to the null hypothesis as shown in Fig. 1 (a) and Fig. 1 (b), the performance of FKS is found to be almost as powerful as AD test. The same results are observed in the cases of Fig. 1(e) and Fig. 1 (f), where the differences are due to the different values of both the mean and variance. AD is found to be most powerful and this is quite closely followed by FKS. In the case of allowing for the difference in location but same variance, the results as shown in Fig. 1(c) and Fig. 1 (d) indicate that AD is slightly more powerful but is again followed closely by FKS.

For the purpose of comparison, simulation results under RSS, are obtained by setting $k=3$ and $m=2, 3, 4, 5, 6, 7, 8, 9, 10, 15$ and $20$ to obtain the sample sizes $n= mk = 6, 9, 12, 15, 18, 21, 24, 27, 30, 45$ and $60$. The results are shown in figures Fig. 2(a) to Fig. 2(f). Under RSS, the Anderson-Darling test has a better performance in all cases investigated. However FKS still remains as the second best test when compared to other tests.

V. CONCLUSION

In this paper a new GOF tests which incorporates variance stabilizing transformation is introduced. The proposed modified GOF test, i.e. FKS is found to perform almost as powerful as the well known AD in SRS. Under RSS, AD performs better than FKS. However, in all the cases considered, FKS always outperform the original KS and CV.
Fig. 2 Power comparison for normality test for various alternative hypotheses under RSS
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