Computing is also an essential tool in all branches of science and technology. Computing power can be enhanced by using a large number of computers together called clusters [1]. Cluster computing is worked by dividing up into computationally independent segments. All machines share resources and must have software such as an MPI implementation installed to allow programs to be run across all nodes [2]. Message Passing Interface can provide a programming library for inter process communication in computer network. MPI is a specification for a library of routines that provide an infrastructure for parallel message passing applications [3]. Although, the majority of today clusters run on Linux operating systems, Microsoft Windows operating systems coupled with Dot Net is also becoming an interesting alternative. The Dot Net Framework is more flexible on any platform and it is more portable with the use of a dot syntax naming scheme other than writing many methods for algorithm.

In this paper, implementation of parallel computing to solve facility location problem is described. Parallel algorithm is implemented by linking Message Passing Interface to C# in Dot Net framework. Section (II) discusses facility location problem description and section (III) describes designing parallel algorithm for solving problem (IV) cluster computing and cluster architecture. Section (V) describes important implementation details with emphasis on parallel computing for finding optimal cost and conclusion are provided in section (VI).

**II. FACILITY LOCATION PROBLEM DESCRIPTION**

The capacitated facility location problem involves selecting the minimum cost subset of potential facility sites given a fixed cost and capacity associated with each facility, variable production cost per unit for each facility, transportation costs per unit for goods shipped from the facilities to various customers and demand to be satisfied at each customer location [4].

The problem can be stated as follows.

\[
\text{minimize} \quad \sum_i F_i y_i + \sum_i \sum_j c_{ij} d_{ij} x_{ij} \quad (1)
\]

\[s.t \quad \sum_i x_{ii} = 1 \quad (2)\]

\[\sum_d x_{ij} \leq y_i, \quad \forall i \quad (3)\]

where \(F_i\) = fixed cost of facility \(i\)

\[y_i = \begin{cases} 
1 & \text{if facility } i \text{ is open} \\
0 & \text{otherwise}
\end{cases}\]

\(d_{ij}\) = demand at customer \(j\)

\(c_{ij}\) = variable cost of producing one unit at facility \(i\) and shipping it to customer \(j\)
In (1), $F_i$ is an array of fixed cost for factory $i$. $y_i$ is a binary array with 0 and 1. If a factory is opened at location $i$, it will be set to 1 and else set to 0. $c_{ij}$ is a matrix that incorporates with item's product cost and shipping cost from location $i$ to $j$. $x_{ij}$ is also a matrix and the value is changed depending on customers’ demand at facility $i$ that indicates if location $j$ is supplied to a facility at $i$. The more the locations far away among these, the larger shipping cost distributing items form location $i$ to $j$ is considered. Larger cost for facility location and item distribution can cause not to make the reasonable decision to run machine at that location and to distribute items to another location. Otherwise, it is possible to run the machine by finding minimal cost for facility location.

And then, we consider customers’ demand and capacity of items at facility consequently. In (3), $d_j$ is an array for demand at customers’ location $j$ and $q_i$ is an array for capacity of facility’s location $i$. The gain of running machine at location $i$ should be well when demand at location $j$ is more than quantity of items at location $i$.

The objective function minimizes the total system cost while the constraints insured that (a) demand is satisfied, (b) capacity is not exceeded, and (c) integrality of the binary variables.

III. THE ALGORITHM FOR SOLVING PROBLEM

The algorithm is designed to solve facility location algorithm by finding minimal cost. First, an array $Z_j$ is defined in order to update this array. Depending on the array $Z_j$, the matrix $x_{ij}$ is made according by row using local search with single swap method. We define $Z_j$ as follows.

$$Z_j = \{z_1, z_2, z_3, \ldots, z_j\}, \quad Z_j \in I, I \subseteq N, \quad J \subseteq N$$

where $Z_j$ denotes fixed number and to be updated by using local search with single swap method. $I$ is maximum count at facility location $i$ and $J$ is maximum count at customer location $j$. $N$ is all possible locations. Updating $Z_j$ can make the matrix $x_{ij}$ and provide modification to problem. The matrix $x_{ij}$ is stated as follows.

$$x_{ij} = \begin{bmatrix}
    x_{11} & x_{12} & \cdots & x_{1j} \\
    x_{21} & x_{22} & \cdots & x_{2j} \\
    \vdots & \vdots & \ddots & \vdots \\
    x_{i1} & x_{i2} & \cdots & x_{ij}
\end{bmatrix}$$

where $\sum x_{ij} = 1$ and $\sum_j x_{ij} \leq y_j q_i$

In the problem, $F_i$ and $c_{ij}$ is fixed cost or given. is a binary array with 0 and 1. If a facility is opened at location $i$, it will be set to 1 and else set to 0. Demand at customer location $j$, $d_j$ is considered with location $j$ is supplied by location $i$, $x_{ij}$. Modification to the problem, it will be solved by designing minimum cost algorithm. Decision making for a facility to be open if is satisfied all of customer’s demand and distribution process facility $i$ to customer $j$.

Producers of Minimum Cost using Local Search with Single Swap are described as follows.

**Algorithm 1: Procedure Minimum Cost**

1. Initialize $Z = \{z_1, z_2, z_3, \ldots, z_j\}$
2. (a) $Z \leftarrow Z_{\text{min}}$
   (b) $Z_{\text{temp}} \leftarrow Z$
   Random $(i, j)$
   Update $Z_{\text{temp}}$
   $Z_{\text{min}} \leftarrow \min \{Z_{\text{temp}}, Z_{\text{min}}\}$
   Go to 2(b) until count $\leq N1$
3. Return $Z_{\text{min}}$
   Go to 2(a) until count$\leq N2$

IV. CLUSTER COMPUTING

There are two common types in parallel computing: supercomputing and cluster computing.

Supercomputing have been in the mainstream of high-performance computing for the past decade. The reasons for this decline are many, but include factors like being expensive to purchase and run, potentially difficult to program, slow to evolve in the face of emerging hardware technologies, and difficult to upgrade without, generally, replacing the whole system.

Cluster computer consists of distributed memory computers that are built from scratch using mass produced PCs and workstations. Although clusters are cheaper and smaller, they are limited by network latency. [5].

A. Cluster Architecture

Microsoft Windows compute cluster consists of head node and compute nodes. Head node provides deployment and administration user interfaces (UIs) as well as management services for the compute cluster. The UIs include the compute cluster administrator, the compute cluster job manager, and a command line interface (CLI). Management services include job scheduling as well as job and resource management. Compute node is a computer configured to provide computational resources as part of the compute cluster. Compute nodes allow users to run computational jobs. MPI software that is a key networking component of the compute cluster is used in this work [6]. Each of the five network scenarios supported by Compute Cluster System (CCS) offers
varying degrees of performance, as illustrated in the following:

1) Two NICs on the head node and one on each of the compute nodes
2) Two NICs on each node
3) Three NICs on the head node and two on each of the cluster nodes
4) Three NICs on each node
5) A single NIC on each node with all network traffic sharing the public network [7].

V. SYSTEM DESIGN AND IMPLEMENTATION

In this section, we solve facility location problem by finding minimum cost on cluster computing system. Steps involved in solving facility location problem in parallelism are as follow:

1) Read input data for which finding facility location.
2) Tasks are distributed by the head node to find minimum cost.
3) If the number of nodes in the cluster under consideration is n, divide tasks such that each group has a number of task equal to \( s = p/n \), where p is problem size.
4) For each node, it receives distributed tasks from the head node and compute minimum cost for facility location.

After computing each task at each compute node and then send back the results to the head node.
To begin communication among nodes, initialized MPI and finalized MPI method are used. 

MPI_ENVIRONMENT_INITIALIZED <>

MPI_ENVIRONMENT_FINALIZED <>

For sending data to all nodes, broadcast method is used.

MPI_INTERCOMMUNICATOR_WORLD.Broadcast <>

Result of each node is sent back to the root node with Gather method.

MPI_INTERCOMMUNICATOR_WORLD.Gather <>

In Fig. 2, the task of finding minimum cost is parallelized and the process is repeated in order to find the reasonable cost for facility location. The more the processes are, the more closet cost for location the facility is opened. When more compute nodes are applied on cluster computing and more problem size are computed at each node, the process of finding minimum cost speedups and the reasonable cost is getting within a short period of time.

A. Experimental Results

There are eight compute nodes and one head node. Each node has its own 3.2 GHz Pentium IV processor and 256 MB memory. Windows Compute Cluster Operating System is installed in each node. By measuring the program execution time, the results are as follows.

If problem size is taken as 64 kilobyte, the calculation results are shown in Fig. 3. By seeing the graph, we conclude that if we partition the small amount of data to many nodes, a lot of overhead will be incurred. Therefore, execution time calculated by one node is faster than the time executed by eight nodes.

Fig. 3 Calculation Results on 64K Problem Size

<table>
<thead>
<tr>
<th>Problem size</th>
<th>Number of nodes</th>
<th>Execution time</th>
</tr>
</thead>
<tbody>
<tr>
<td>64 K</td>
<td>8 Nodes</td>
<td>16.72s</td>
</tr>
<tr>
<td></td>
<td>4 Nodes</td>
<td>13.59s</td>
</tr>
<tr>
<td></td>
<td>2 Nodes</td>
<td>14.17s</td>
</tr>
<tr>
<td></td>
<td>1 Node</td>
<td>14.20s</td>
</tr>
</tbody>
</table>

Otherwise, we take 1M problem size as input data; it will be effective use of cluster computer. In this case, the time executed by one node is slower than the time executed by eight nodes as shown in Fig. 4.

Fig. 4 Calculation Results on 1M Problem Size

VI. CONCLUSION

Facility location is an important issue in the country. Consideration of facility location is a problem because of profits. In this paper, facility location problem is solved on cluster computing system. And then the execution time for 16K problem size and execution time for 1M problem size are described. Due to cluster computing, solving problem speeds up when large problem size is taken as input data set. The implementation of solving facility location problem is done by linking C# and MPI in Dot Net Framework.
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