Abstract—Anomaly detection techniques have been focused on two main components: data extraction and selection and the second one is the analysis performed over the obtained data. The goal of this paper is to analyze the influence that each of these components has over the system performance by evaluating detection over network scenarios with different setups. The independent variables are as follows: the number of system inputs, the way the inputs are codified and the complexity of the analysis techniques. For the analysis, some approaches of artificial neural networks are implemented with different number of layers. The obtained results show the influence that each of these variables has in the system performance.
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I. INTRODUCTION

Anomaly detection addresses the problem of detecting threats which have not been seen before. To achieve that, the most common approach is to define a profile as normal within a knowledge database and then, all the deviations from that profile are further analyzed looking for intrusions [1].

The implementation of an Anomaly Detection Module – ADM requires establishing some initial parameters such as: data extraction and selection, analysis technique, and how the information is represented for the analysis [1]. The purpose of this work is to analyze how different setups affect the detection’s performance to finally show which components are more influential in order to obtain better anomaly detection modules.

An ADM can be seen as a classification system with the goal of classifying each event as normal or abnormal. For that reason, the same figures of merit of a classification system such as accuracy, true positives, and false positives, among others, can be applied to an ADM [2]. In addition to the figures of merit, the time is also a very important evaluation point for an ADM because the detection must be performed in near real time [3], [4]. Furthermore, the networks’ capacity is continuously growing and the number of elements to be evaluated per second is increasingly large.

This work analyzes and develops all the phases for non-content based attacks detection with the implementation of an anomaly detection module.

The first step in the implementation is the creation of the profile to be considered as normal. The profiles are obtained based on information about processes, events and traffic. The acquired information depends on the ADM’s physical location [5]. In this case, the module is designed to work as a Network Intrusion Detection System – NIDS. The available data for a NIDS is related to the data extracted from network packets and network flows [5]. The collected information is analyzed and organized in a dataset in order to define different profiles.

ADM performance is affected by the quality of the obtained dataset. These datasets should describe the network behavior as good as possible. For example, a very tight profile will cause high false positives rate because any slight deviation will be considered as abnormal behavior. Furthermore, some detection approaches have been implemented with defined datasets, but the use of a general dataset to evaluate specific environments may not be the best option because the definition of normal behavior differs from network to network [6]-[8]. On the other hand, some of existing datasets have not been updated for a long time. The intrusions are changing continuously and their tracks must be obtained from updated sources [6]-[8]. The tool Spleen was used to get information from real and specific environments as well as to obtain additional traffic characteristics [7], [8].

Among the analysis techniques, Artificial Neural Networks – ANN have been widely used due to their capacity for pattern recognition [10]. In this work, some implementations are developed with different complexity levels in order to establish how different analysis levels affect the detection performance. However, the complexity of the analysis does not only depend on the ANN configuration but also in the number of used inputs and their representation, for that reason, different data selection processes and different data representations are used in this work to evaluate how different configurations affect the system performance.

The process developed in this work is the creation of anomaly detection modules with different configurations where the independent variables are the data used for the analysis, the encoding scheme and the complexity of the Analysis approach. With the obtained results, an analysis is performed in order to evaluate the importance of each component in the performance in terms of accuracy and processing time. The paper is organized as follows: The
second section gives information about previous related works. 3rd Section describes some methods and resources. The description and analysis of the experiments are given in Section IV. Finally, some conclusions can be read in Section V.

II. RELATED WORK

In order to evaluate different approaches for anomaly detection some datasets have been created [5], [6], [9], [11]-[14]. These datasets allow performing different tests over the same information and evaluate the performance of analysis approaches.

Among the developed datasets, some of them have received special attention [6]. The most analyzed is the KDD99 developed by MIT [5]. It has been widely used in order to evaluate anomaly detection modules. This dataset collects information about network connections and extracts 41 traffic features; these features refer to individual network events as well as statistical information. Among all the features related with a connection, the status flag – SF of the connection plays a very important role since almost all the statistical measures are based on it. SF is obtained from the three hand shake process [1], [5], [7], [8], [15].

However, some authors have shown several weaknesses in the mentioned dataset [6]-[10]. The outdated of the database is one of the most important limitations. So, it makes the network description difficult because the current networks, services, applications, users as well as the current intruders are different than those 10 years ago.

Furthermore, new intrusion and evasion techniques have been developed by intruders in order to avoid being detected by the detection systems [16]-[18]. Attackers avoid controls by causing high variations on the commonly examined features to make its detection more difficult. For example, some new scan techniques performed by Nmap use some modifications in the TCP flags in order to get information about the victim systems by fingerprints recognition [17]. This technique takes advantage of the fact that not all the operating systems accomplish the RFC recommendations and they respond in different ways to the same situation. Such techniques allow the intruders to perform their scanning tasks without causing significant variations among the characteristics evaluated in the KDD99. However, the use of these techniques usually causes variations in other traffic features. In [7] and [9] new set of new features in order to take advantage of these changes for intrusion detection were introduced.

Other important point in the construction of a dataset is the way the traffic is labeled [6], [9]. Traffic labeling is a process in which each element is labeled according to a previous knowledge about its nature. It is important in supervised training because the analysis technique can query the labels in order to evaluate its own performance and modify its internal parameters if it is needed [6], [7]. There is another training method called unsupervised method [10]. This method tries to find relationships between the samples in order to create clusters. Therefore, to have labels for each single element is not required for unsupervised training. In [19] a method which clusters http requests for botnet detection is proposed.

Constructing datasets based on network level information has another critical point, the encrypted messages. These encrypted messages, beside the heterogeneous data about users and applications information makes the inclusion of content based features difficult [20]. For that reason the datasets created have shown low performance for content based attacks detection [20]. The present work focuses in non-content based attacks detection because is based on network level detection.

In addition to the dataset construction, some authors had developed feature selection processes in order to reduce redundancy and improve the processing time of the analysis techniques [21], [22]. Those processes are based on statistical analysis. One of the most used methods is the information gain based on Shannon theory [21]. Information gain uses a labeled dataset to calculate the contribution of each feature for the classification.

Once the data for the analysis is ready, the analysis technique must be selected and implemented. Many approaches have been proposed for this purpose including genetic algorithms [7], particle swarm [23], negative selection [24], artificial neural networks [10], and support vector machines [25], among others. However, since the anomaly detection problem can be seen as a classification process in which the system learns from experience, the ANN have been widely implemented with high-quality results [26].

However, most of the analysis techniques only work with numerical data, so, the discrete features, such as SF, must be represented as numerical data. The representation of discrete features can be addressed with different approaches. In [1] a comparative analysis is performed over different methods for discrete features representation: indicator variables, conditional probabilities and separability split value. Authors applied different techniques to an intrusion detection problem to finally conclude that the system performance is strongly influenced by the encoding technique.

III. METHODOLOGY AND RESOURCES

In this section, the tools and theories employed for the development of the experiments are explained.

A. Collecting Data

The first step is the creation of the profile which will be considered as normal. This profile is created based on information obtained from real scenarios with Spleen [7], [8]. Spleen obtains the information about non-content based features defined in the KDD99 and in order to improve the traffic description, new features were included as described in [7], [8].

The first 41 features are identified by the IDs from KDD99 [5] and the new features starts from number 42. In addition to the traditional types, a new type called “behavior change detector” – BCD [7] were introduced. The BCD features measure the difference between the number of events which match some condition in a time slot and the number of
events which satisfy the same condition in the previous time slot. The inclusion of BCD features helps in the detection of abrupt changes in the network traffic. However, since even the normal behavior in a network is not homogeneous over time, the conditions used in BCD features are based on events which require previous conditions, for example a connection rejection.

Datasets were created as follows: The traffic was captured in a mirror port of a LAN segment into a real environment and the attacks were generated using vulnerability and configuration assessment products as Nessus and Nmap [17], [18].

B. Features Selection

The analysis was done with a PCA method [27]. The goal of PCA is to obtain a set of not correlated factors which are linear combinations of the initial variables. In this way, the same information where each sample has p attributes can be represented using k attributes (k < p) while conserving the maximum amount of information about the original data. In other words, the goal is to obtain a basis Y which is a linear combination of the original basis (X) that re-expresses the dataset in a best way [27]. This is done by applying a linear transformation according to (1) where P corresponds to the principal components.

In order to make Y to re-expresses the data in a better way, it is necessary to reduce the redundancy in Y. To achieve this, the concept of covariance is employed. The covariance indicates the degree of linear relationship between two variables [27]. The covariance of a matrix Y can be expressed according to (2) where n is the total number of samples, each column corresponds to a sample -i.e. a connection- and each row represents all measurements of a particular type - i.e. a feature-. The matrix obtained with equation 2 is a square matrix of $m \times m$ where $m$ is the number of features. The ideal covariance matrix of $Y(C_y)$ is a diagonalized matrix, that is, all the off-diagonal elements must be close to zero. In other words, the correlation and redundancy between variables must be minimized. However, Y is unknown, and the intention is to find the best $P$ (1). To address this issue, (3) is obtained by re-expressing Y as $PX$ [27]. Based on the fact that $C_y$ must be a diagonalized matrix and $C_y$ can be easily calculated by equation $X$, the new question is, what is the best choice of $P$?

Each principal component is a vector which indicates a direction into the variable space. This vector follows the direction of the bigger variations in the dataset. The direction of the vector depends on the features. For example, if in a bidimensional space $(X,Y)$, a principal component vector matches the axis $X$, it means that the variable located at the axis $X$ is the one which contribute the most in the construction of that principal component, then it is the most relevant one [27]. In order to select the most relevant features, the most representative variables of the 10 principal components with the highest variability were selected.

C. Analysis Technique

The Analysis was performed with some neural network approaches.

1) Neural Network Overview

Neural networks are bio-inspired methods where the architecture of the brain is emulated in a very basic way [28]. In the brain the neurons establish connections between them. These connections establish a kind of network where some stimuli work as inputs, the information from these inputs passes through some neurons and their connections generating an answer. When these answers are good, the connections between the involved neurons become stronger or weaker in order to generate similar answers when similar inputs are provided. In this way, the neural networks can be used for pattern recognition. This process, known as learning from experience process, is the behavior the artificial neural networks try to emulate [28].

The basic neuron model defines the neurons as simple entities which receive some data and apply an activation function to it, in order to generate an output. The basic neuronal network model defines the network as a set of neurons that are connected each other’s with links. These links alter the value of the inputs before they are applied to the neurons by computing their values with a weight. These weights represent the strength of the connections between neurons. In artificial neural networks (ANN) the data travel over the network in a specific order even when the network uses parallel processing [28]. Some neurons work with the answers generated by others neurons. The groups of neurons work in a “parallel” way because their inputs do not depend on their partner outputs. An ANN should have at least two layers: an input layer and an output layer. Additionally, an ANN can have one or more hidden layers. Fig. 1 (a) provides a graphical description about layers; each layer is drawn with a different shade. To compute their outputs the neurons use their activation functions. An activation function can be understood
as an equation where the independent variable is the weighted sum of its inputs and the result is the output of the neuron.

The purpose of the learning process is to find the correct weights to determine the strength of the neurons connections such the proper answers are generated for the given inputs [28]. The most extended supervised training methods are based on back propagation techniques. These methods are composed by two basic phases [26]. In the first phase the outputs are calculated based on the current inputs. Then the error is obtained by comparing the result with the expected output. In the second phase the error is used to begin a back-propagation process. Depends on the training method, the weights are changed based on the direction or magnitude of the gradient [28]. To calculate this gradient the current output is applied to the derivative of the activation function, for that reason, the activation function must be derivable. Generally, the higher error the more change is applied to the current weights. This process is executed many times until some stop condition is satisfied, usually a fixed number of iterations or a desirable error value.

2) Neural Network Parameters

The main attributes of an ANN are: the number of layers, training method, the number of inputs and outputs, the activation function used in its neurons, and the way the inputs and outputs are represented. The choice of these parameters affects the performance of the network. For example, at the beginning of artificial intelligence, some researchers were discouraged in the use of ANN due to some limitations shown in the simple perceptron by Minsky and Papert [29]. This primitive ANN approach did not have hidden layers. Due to its nature, it was not able to properly separate data with complex distributions. A simple example of this limitation can be explained with the XOR problem shown in Fig. 1 (b) with X and Y as inputs.

The darker dots in Fig. 1 represent the answer 1 and the lighter points represent the answer 0. As it can be seen, it is not possible to separate the darker points and the lighter ones with just a single line. Two lines are required to separate them. The more layers the ANN has, the more lines can be used to separate the points. ANN recovered its attention around 1974 when Werbos added new features to the neural network model [30].

In the same way, the training methods evolved from the basic Hebb rule [31] to relatively complex back propagation algorithms which are able to find the optimal weights in a faster way avoiding local minimums [28].

D. Encoding Scheme

The encoding scheme is referred in this paper as the way the discrete features are represented. The encoding schemes used in the experiments are equal distance intervals and indicator variables [1].

The only discrete input is the status flag of the connection which can assume the values S0, S1, S2, S3, REJ, RSTO, RSTR, SF among others [1], [7], [8]. In order to apply equal distance intervals a value was assigned to each possible state. These values were obtained by dividing the range 0 to 1.0 into the number of common states, and then each value was mapped to a status flag. The lower values were assigned to the first possible states according to the three hand shake process, in this way the values represent the progress in the connection establishment.

The method based on indicator variables [1] uses a variable to represent each one of the states. If the feature can assume 4 different values then 4 variables are required to represent that feature. Each indicator variable can only assume two values: 1 when the variable assumes its corresponding value and 0 otherwise.

IV. EXPERIMENT SETUP

A. Experiment Description

Different configurations were implemented using different data, encoding scheme and analysis complexity levels. Table I shows the different points which are considered for the experiments. The experiments were made using combinations of those configurable points. The total number of experiments is 48 (3x4x4).

The expected outputs are obtained from the nature of the events used for the dataset construction; in this case, the events were divided in 4 categories: normal, transport probe attacks, IP probes and DoS attempts.

The feature selection process was performed using the PCA technique. The features considered as the most relevant ones are: 34, 29, 48, 47, 33, 44, 31, 24, 46 and 26; the status flag was not considered by PCA method, but it is included due to its previously explained importance. As can be seen, the features 5 and 6 -source and destination bytes- did not get a very high score in the PCA method that is because the redundancy between them is relatively high.
Results include three of the new features in the 10 most relevant ones. It confirms that the inclusion of new features can help in classification processes. In order to perform the experiments which use only selected features from old dataset, the features 44, 46 and 48 were replaced for the most relevant features among the rest: 30, 35 and 37.

Each experiment was performed 1000 times in order to obtain the results; the experiment with the highest detection rate was used to obtain the accuracy measures; the processing time corresponds to the average time used by the experiments with each configuration.

In a real world implementation, the module and the data collector must work together. In that case, the analysis is performed each time a connection changes its status flag.

V. ANALYSIS AND RESULTS

The figures of merit evaluated were: Detection Rate (DR), True Positive Rate (TPR), False Positive Rate (FPR) and Processing Time.

Fig. 2 (a) shows the results obtained using different sets of features. As it can be seen, during the training phase the DR and TPR were similar. The lowest detection rate was obtained when all features were used during the testing phase. However, the main difference is observed in the processing time. This time was almost the double when all the features were used. Since the IDS should work in real time it must be as fast as possible to avoid packet dropping.

Fig. 2 (b) shows the results obtained when the discrete features were represented with different techniques (Equidistant intervals and indicator variables). In this case the best performance was achieved by represented the inputs and outputs with indicator variables. The most important discrete feature used in these experiments is the status flag of the connection with 16 different values. It causes the size of the inputs vector be 15 units bigger \((n-1)\) than its size when equidistant intervals were used. As a disadvantage, using indicator variables increases the processing time as shown in Table II. Finally, Fig. 2 (c) shows the results obtained using different number of layers in the ANN configuration. In this case the detection rate does not improve as well as expected with the use of 8 layers, especially in testing phase.

The best detection rates were achieved when the 10 most relevant features were used and the inputs and outputs were represented by indicator variables with 6 layers. On the other hand, the lowest performance for detection rate was obtained when all the features were used. The training phase was not so bad, but when the testing phase was performed the false positive rate was very high compared with the other configurations. Because the FPR was high, the detection rate was down as it can be seen in Fig. 2 (b). It means that the obtained ANN does not have a good generalization capacity. It was difficult to decide the stop condition for the trainings because it would not be fare to train the ANN with 3 layers and TPR were similar. The lowest detection rate was obtained when all features were used during the testing phase. As it can be seen, during the training phase the DR and TPR were similar. The lowest detection rate was obtained when all features were used during the testing phase.
continuous output(s) of the network were applied to a comparative algorithm to determine the final discrete output. Although this algorithm was not considered by the training process the error training was used as the stop condition. Therefore the trainings were over when some convergence was achieved.

<table>
<thead>
<tr>
<th>Settings</th>
<th>Time (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All the features</td>
<td>15687,67736</td>
</tr>
<tr>
<td>Selected features from old dataset</td>
<td>7460,03916</td>
</tr>
<tr>
<td>Selected features from new dataset</td>
<td>7543,58891</td>
</tr>
<tr>
<td>Inputs and outputs as intervals</td>
<td>6859,910875</td>
</tr>
<tr>
<td>Inputs as intervals and outputs as indicators</td>
<td>8042,89987</td>
</tr>
<tr>
<td>Inputs as indicators and output as intervals</td>
<td>12120,49942</td>
</tr>
<tr>
<td>Both inputs and outputs as indicators</td>
<td>13898,4304</td>
</tr>
<tr>
<td>3 layers</td>
<td>3913,67971</td>
</tr>
<tr>
<td>4 layers</td>
<td>5791,321724</td>
</tr>
<tr>
<td>6 layers</td>
<td>12188,63611</td>
</tr>
<tr>
<td>8 layers</td>
<td>19028,10302</td>
</tr>
</tbody>
</table>

VI. CONCLUSION AND FUTURE WORK

More complex ML configurations does not necessarily imply better results. It is recommended to evaluate the detection methods with different complexity levels. It is possible that the effectiveness does not improve after some complexity level. This critical point is very important because continuing adding complexity to the detection systems can increase the processing time causing non-desirable consequences as packets dropping.

The main differences in the performance were obtained using different attributes with different representations. It is a signal that selecting the correct attributes and their representation has a relevant role in the intrusion detection systems, probably, its relevance is bigger than the relevance of the ML technique employed. Furthermore, the way the attributes are extracted from the traffic can make the system faster and effective.

This work is focused on the detection of non-content based attacks and it is possible that the detection of content based attacks requires more complex ML unlike the results shown in this work. Because the correct extraction and selection of attributes are very important, the next step is the implementation of strategies for content based attacks analysis.

Both figures of merit, effectiveness and processing time, are important. The decision about how the anomaly detection module is implemented can depend on the device to perform the task. If a very robust machine is available, it is possible to use the approach with the higher effectiveness.
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