Time Series Regression with Meta-Clusters
Monika Chuchro

Abstract—This paper presents a preliminary attempt to apply classification of time series using meta-clusters in order to improve the quality of regression models. In this case, clustering was performed as a method to obtain subgroups of time series data with normal distribution from the inflow into wastewater treatment plant data, composed of several groups differing by mean value. Two simple algorithms, K-mean and EM, were chosen as a clustering method. The Rand index was used to measure the similarity. After simple meta-clustering, a regression model was performed for each subgroup. The final model was a sum of the subgroups models. The quality of the obtained model was compared with the regression model made using the same explanatory variables, but with no clustering of data. Results were compared using determination coefficient (R2), measure of prediction accuracy—mean absolute percentage error (MAPE) and comparison on a linear chart. Preliminary results allow us to foresee the potential of the presented technique.
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I. INTRODUCTION

The multiple regression is one of the most widely used methods of time series estimation and prediction. The advantage of the multiple regression models is the ability to interpret obtained mathematical function to assess the impact of various independent variables influencing the variability of the modeled phenomenon. What is more, those models allow us to explicitly control for many factors that simultaneously affect the modeled time series. In addition, the quality of regression models is comparable with more complex models in many cases.

Like the most statistical methods, multiple regression relies on certain statistical assumptions. The assumptions change with the research objective, which can be split into three groups: the computation of point estimates, the derivation of interval estimates, and the testing of hypotheses. However, we can identify several critical assumptions. These assumptions include the following [1]:

- The dependent variable is normally distributed and the variance is constant.
- The relationships between a dependent variable and each independent variable are linear.

- The error term is a random variable that has a mean equal to zero and constant variance.
- The independent variables are linearly independent of each other

Those assumptions are difficult to prove in case of modeling environmental data. Firstly, environmental data are affected by noise in two different ways: as measurement error and as process noise. Secondly, the variability of the data depends on many factors, also affected by noise and not fully recognized, so knowledge about modeled phenomenon is incomplete and fraught with errors and noise. Also, the nature of environmental phenomena may causes the time series not to have normal distribution, or else, variance of data is changing in time.

There are ways to approach such data. The first of them is the use of data transforms to obtain a normal distribution and linear relationships between variables [2]-[4]. In order to obtain a normal distribution, the min-max or Box-Cox transforms can be used, as well as logarithms. Transformations to achieve linearity are: exponential, quadratic, reciprocal, logarithmic, and power [4]. Also, methods without assumptions, such as Artificial Neural Networks described above, may be used [5].

Another method which could be used in the case when a dependent variable can be split into few subgroups with normal distribution and constant variance will be presented in this paper. This method is based on the use of clustering and regression execution for each cluster of data. Due to the fact that clustering is an unsupervised method, an algorithm was used in order to increase the reliability of division into cluster meta-clustering.

II. METHODOLOGY

A. Clustering K-Mean Algorithm

Data clustering is a group of methods in which subgroups (clusters) are made from instances that are somehow similar in characteristics. The instances are thereby organized into representations that characterized the population being sampled. Each instance belongs to exactly one cluster [6].

The simplest algorithm, which was used in this work, is a K-mean algorithm. This algorithm splits the data into K clusters represented by their centers of mean. The center of each cluster is calculated as the mean of all the instances belonging to that cluster. This algorithm also employs a squared error criterion. The algorithm partitioned N data points into K disjoint subset S containing Nj data point so as to minimize the function (1) seen below [7]:

\[ J = \sum_{j=1}^{K} \sum_{n \in S_j} (x_n - \mu_j)^2 \]  
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where: \( x_n \) is a vector representing the \( n \)th data point, and \( \mu_j \) is the centroid of data points in \( S_j \).

The algorithm starts a predetermined number of cluster with centers randomly chosen. In every iteration, each instance is assigned to its nearest cluster center according to the distance measure function. Next, the centroid is computed. The algorithm stops when there is no further change in the assignment of the data points [8].

B. Clustering EM algorithm

Expectation Maximization algorithm is one of the simplest methods of clustering. Just like K – mean, algorithm works iteratively. But instead of assigning observations into clusters order to the differences between the means of the groups which were the highest, the EM algorithm calculates the probability of belonging to each cluster, assuming one or more probability distributions. The aim of the algorithm is to maximize the overall probability for the distribution of the clusters. The method consists of two steps performed interchangeably. In the first step, the estimated parameters of the probability distribution assign instances to the clusters. In the second step, current distribution parameters are converted in such a way that causes the model to be more compatible with the data [9].

The result of the EM algorithm is dependent on the choice of initial parameter values. It can also be interpreted as an alternate, setting a lower bound for the logarithm of the likelihood function and maximizing the performance of this limitation. Detailed information on the algorithm can be found in [9].

C. Meta-Clusters

The clustering methods are regarded as unsupervised learning for a lack of a class label or a quantitative response variable. Therefore some questions could be generated: whether this division is the most appropriate or if the centroids have been appropriately selected?

These questions are often more troublesome than the actual process of analysis. For this reason, we used meta-clustering. In the case of clustering multi-dimensional data, finding the best distribution of the concentration is a very complex issue which can generate n-different and equally good solutions.

In order to improve the quality of clustering and reduce the time needed to analyze all potential clusters, the meta-clustering method is useful. The first step of meta-clustering is carrying out a number of alternative divisions. In the second step, similarity between the different divisions into clusters is measured. In the next step, given input clustering results are used for measured similarities between different clustering [10], [11].

A variety of methods could be used to measure the similarity; methods such as connectivity matrix, par counting, set matching, and variation of information [12], [13]. In this paper a measure of clustering similarity related to the Rand index will be used [14].

Given \( N \) points, \( X_1, X_2, \ldots X_N \) and two clustering of them \( Y = \{ Y_1, \ldots, Y_N \} \) and \( Y' = \{ Y'_1, \ldots, Y'_N \} \), we can define:

\[
c(Y, Y') = \frac{\sum_{i<j} Y_{ij}}{\binom{N}{2}}
\]

where: \( Y_{ij} \) is 1 if there exist \( k \) and \( k' \) such that both \( X_i \) and \( X_j \) are in both \( Y_k \) and \( Y_{k'} \) or 1 if there exist \( k \) and \( k' \) such that \( X_i \) is in both \( Y_k \) and \( Y_{k'} \) while \( X_j \) is in neither \( Y_k \) or \( Y_{k'} \), otherwise 0.

The measured value of similarity is between 0 and 1. 0 when the clustering has no similarities and 1 when clustering are identical.

The measured distances between all pairs of clustering were a kind of clustering quality assessment, and also clusters themselves clustered at the meta level. For comparing the results of simple meta-clustering via Rand Index, the clustering with agglomeration method were used whereby in agglomeration clustering objects, here clusters, are grouped in increasing concentration, using a measure of similarity or distance [15],[16].

In the next step, data points are classified into the final clusters. If the data point in each clustering was assigned to the same cluster, it is assigned to the same final cluster. If that data point changes clusters depending on methods or initial centers of clusters, data point is finally assigned to the cluster, which was assigned more often.

D. Regression

Final clusters were assessed for normality of distribution in each cluster, and correlated with the explanatory variables. Quantification of the relationship between the explanatory variables and the dependent variable can be described as a simple equation of multiple regression (3) presented below [9]:

\[
y = a_0 + a_1 x_1 + a_2 x_2 + \ldots + \varepsilon
\]

where: \( a_0 \) is the intercept parameter, \( a_1,a_2,\ldots,a_n \) are the slope (coefficient for each independent variables), \( \varepsilon \) is model deviations.

III. ANALYSIS

A. Data

Meta-clustering and regression were evaluated on environmental time series data. Data set contains the dependent variable which was the inflow into wastewater treatment plant in unit \( \text{m}^3/\text{day} \), parameters determined in raw and treatment wastewater and weather data. Weather data contain the information about temperature in \( ^\circ \text{C} \), precipitation in mm of water column, humidity in %. Each time series consisted of almost three thousand daily observations. A characteristic feature of the data was the lack of normal distribution with a distinct skewness of the data. In Table I below, the basic characteristics of the dependent variable and
selected variables and the histogram of dependent variable on Fig. 1 can be seen.

**TABLE I**

<table>
<thead>
<tr>
<th>Variables</th>
<th>Mean</th>
<th>Median</th>
<th>Min.</th>
<th>Max.</th>
<th>Variance</th>
<th>Std. dev.</th>
<th>Skewness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inflow</td>
<td>52.3</td>
<td>50.6</td>
<td>23.8</td>
<td>166</td>
<td>77.0</td>
<td>8.78</td>
<td>3.29</td>
</tr>
<tr>
<td>Temperature</td>
<td>8.95</td>
<td>9.60</td>
<td>-22.6</td>
<td>27.9</td>
<td>73.9</td>
<td>8.60</td>
<td>-0.29</td>
</tr>
<tr>
<td>Precipitation</td>
<td>1.84</td>
<td>0.00</td>
<td>0.00</td>
<td>64.8</td>
<td>21.5</td>
<td>4.64</td>
<td>6.13</td>
</tr>
</tbody>
</table>

Basic analysis also included correlation matrix, which examined the relationship between the dependent variable and selected explanatory variables. Correlation was measured by Pearson product-moment correlation coefficient and Spearman’s rank correlation coefficient. Differences between the two coefficients were low, which indicates the existence of linear relationship between the dependent variable and the independent variables. Time series of inflow into wastewater treatment plant shows a significant positive correlation with precipitation (0.6), temperature (-0.2), day of week (0.1). Dependent variable also shows a significant positive correlation with lagged data, precipitation lag of 1 (0.45), and dependent variable lag of 1 (0.4). With increasing lags, correlation with dependent variable decreases; only a lagged dependent variable of 7 and 14 observation show a significant positive correlation (0.3 and 0.25).

**B. Analysis**

The occurrence of the relationship between precipitation and dependent variable made us decide to use the clustering of data. Also, the correlation between inflow data and precipitation were the cause of inflow data division into three clusters. Each clusters corresponding to days with no precipitation, days with small precipitation and days with high precipitation. Six divisions into clusters were made using EM and K-mean algorithms and choosing different initial parameters. K-mean algorithm for splitting the inflow time series data, used different measures of distances. In the first one, a Euclidean distance; in the second, a squared Euclidean distance; and in the third, a Manhattan distance. In EM algorithm different initial cluster centers were used. Table II present numbers of data classified to each cluster.

**TABLE II**

<table>
<thead>
<tr>
<th>Method</th>
<th>I</th>
<th>II</th>
<th>III</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-mean 1</td>
<td>2261</td>
<td>496</td>
<td>30</td>
</tr>
<tr>
<td>K-mean 2</td>
<td>2196</td>
<td>550</td>
<td>41</td>
</tr>
<tr>
<td>K-mean 3</td>
<td>2411</td>
<td>344</td>
<td>32</td>
</tr>
<tr>
<td>EM 1</td>
<td>2236</td>
<td>348</td>
<td>3</td>
</tr>
<tr>
<td>EM 2</td>
<td>2238</td>
<td>537</td>
<td>12</td>
</tr>
<tr>
<td>EM 3</td>
<td>2190</td>
<td>590</td>
<td>7</td>
</tr>
</tbody>
</table>

Computed value of the Rand index varies from 0.9 to 0.76. The values of Rand index show that every used method of clustering could be considered as corrected. For this reason, all computed division on clusters was used for the meta-clustering. The agglomeration method of clustering indicates strong similarities between k-means algorithms with Euclidean distance, and squared Euclidean distance, which was confirmed with value of Rand index (0.9).

In the final division on clusters, 2263 observations were classified into the first cluster, 478 into second, 46 observations into third. Mean value computed for the first cluster is equal to 46.11 m³/day, for the second cluster it is 54.26 m³/day, for the third cluster it is 58.35 m³/day. The number of instances assigned to the third cluster is not sufficient for multiple regression model computation. For this reason data from second and third cluster were summed.

Two models of regression were computed. First of them was calculated for original time series of inflow into wastewater treatment plant. The second one was calculated for data of inflow after clustering. The second model consisted of two submodels - one for each cluster. Both models used the same set of explanatory variables: inflow lag of 1, 2, 7, 14 observation, precipitation, precipitation lag of 1 observation, temperature, and variable indicating the day of the week.

**IV. RESULTS**

For both models, the determination coefficient is comparable, which is shown in Table II. The values of standard error of estimation are also comparable.

The distribution of residues of the regression model has shown heteroscedasticity and autocorrelation. The distribution of residues of cluster regression model also has shown heteroscedasticity but autocorrelation is weaker. Comparison of models on a graph shows a better fit of the cluster regression model to a real inflow data (Fig. 2).

**TABLE III**

<table>
<thead>
<tr>
<th>Results</th>
<th>Regression model</th>
<th>Cluster regression model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Determination coefficient R²</td>
<td>0.69</td>
<td>0.75</td>
</tr>
<tr>
<td>p value</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Std. error of estimation</td>
<td>6.52</td>
<td>5.89</td>
</tr>
</tbody>
</table>
The final step of analysis includes forecasting four observations and their evaluation by mean absolute percentage error MAPE. The value calculated by the formula shown below (4) should be multiplied by 100, to be presented in the percentage form, like in Table IV.

\[
MAPE = \frac{1}{n} \sum_{t=n+1}^{T} \left| \frac{y_t - y^*_t}{y_t} \right|
\]

where \(y_t\) is the actual value, \(y^*_t\) is a forecast value

<table>
<thead>
<tr>
<th>Nr.</th>
<th>Real data</th>
<th>Regression model</th>
<th>Cluster regression model</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>87.5</td>
<td>82.9</td>
<td>85.2</td>
</tr>
<tr>
<td>2</td>
<td>83.0</td>
<td>87.8</td>
<td>87.3</td>
</tr>
<tr>
<td>3</td>
<td>84.7</td>
<td>88.2</td>
<td>87.8</td>
</tr>
<tr>
<td>4</td>
<td>71.5</td>
<td>91.7</td>
<td>90.1</td>
</tr>
</tbody>
</table>

MAPE value for cluster regression model is acceptable because there is less than 10%. The difference between both values of MAPE is only 1.5%.

V. CONCLUSION

The clustering of data before performing a regression could be useful in the case when data do not have normal distribution and clusters could easily separate the original data set. The result in such a simple example shows that clustering makes sense even for regression problems in time series data. In the case of assigning a higher number of clusters or choosing different algorithms of clustering, the obtained results could be better.

Planned work on this issue includes comparison of different algorithms of clustering and meta-clustering. Future work will also focus on the analysis of the influence of numbers of clusters on the accuracy of prediction after meta-clustering of noisy data.