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Abstract—Microarrays are made it possible to simultaneously monitor the expression profiles of thousands of genes under various experimental conditions. It is used to identify the co-expressed genes in specific cells or tissues that are actively used to make proteins. This method is used to analysis the gene expression, an important task in bioinformatics research. Cluster analysis of gene expression data has proved to be a useful tool for identifying co-expressed genes, biologically relevant groupings of genes and samples. In this work K-Means algorithms has been applied for clustering of Gene Expression Data. Further, rough set based Quick reduce algorithm has been applied for each cluster in order to select the most similar genes having high correlation. Then the ACV measure is used to evaluate the refined clusters and classification is used to evaluated the proposed method. They could identify compact clusters with feature selection method used to genes are selected.
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I. INTRODUCTION

Discriminant analysis is now widely used in bioinformatics, such as distinguishing cancer tissues from normal tissues or one cancer subtype vs. another [1]. A critical issue in discriminant analysis is feature selection: instead of using all available variables (features or attributes) in the data, one selectively chooses a subset of features to be used in the discriminant system. There are a number of advantages of feature selection: (1) dimension reduction to reduce the computational cost; (2) reduction of noise to improve the classification accuracy; (3) more interpretable features or characteristics that can help identify and monitor the target diseases or function types. These advantages are typified in DNA microarray gene expression profiles. Of the tens of thousands of genes in experiments, only a smaller number of them show strong correlation with the targeted phenotypes [1].

Clustering has been used in a number of applications such as engineering, biology, medicine and data mining. Cluster analysis of gene expression data has proved to be a useful tool for identifying co-expressed genes. DNA microarrays are emerged as the leading technology to measure gene expression levels primarily, because of their high throughput. Results from these experiments are usually presented in the form of a data matrix in which rows represent genes and columns represent conditions or samples [8]. Each entry in the matrix is a measure of the expression level of a particular gene under a specific condition. Analysis of these data sets reveals genes of unknown functions and the discovery of functional relationships between genes [15]. Co-expressed genes can be grouped into clusters based on their expression patterns of gene based clustering and Sample based clustering. In gene based clustering, the genes are treated as the objects, while the samples are the features. In sample based clustering, the samples can be partitioned into homogeneous groups where the genes are regarded as features and the samples as objects [14].

In this paper, gene or features will be select from a group, such that the genes in a group will be similar. Gene expression data set will divide k number of groups using clustering techniques. Clustering is a widely used technique for analysis of gene expression data. Most clustering methods group genes based on the distances, while few methods group according to the similarities of the distributions of the gene expression levels. Clustering is the process of finding groups of objects such that the objects in a group will be similar (or related) to one another and different from (or unrelated to) the objects in other groups. A good clustering method will produce high quality clusters with high intra-cluster similarity and low inter-cluster similarity. The quality of a clustering result depends on both the similarity measure used by the method and its implementation and also by its ability to discover some or all of the hidden patterns.

Rough sets have been used as feature selection methods. The Rough set approach to feature selection consists in selecting a subset of features which can predict the classes as well as the original set of features. The optimal criterion for Rough set feature selection is to find shortest or minimal reduces while obtaining high quality classifiers based on the selected features. Here we studied a feature selection method based on rough set theory for reducing genes from k number of similar object gene groups.

This paper is organized as follows. Section II presents and overview of Gene based clustering and pre processing Technique. Section III describes the Rough set algorithms. Section IV describes performance of Experimental analysis and discussion. Section V describes WEKA classification and Section VI presents conclusion and future work.

II. GENE BASED CLUSTERING TECHNIQUES

A. K-Means Clustering

The main objective in cluster analysis is to group objects that are similar in one cluster and separate objects that are
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dissimilar by assigning them to different clusters. One of the most popular clustering methods is K-Means clustering algorithm [1], [3], [5]. It classifies objects to a pre-defined number of clusters, which is given by the user (assume K clusters). The idea is to choose random cluster centres, one for each cluster. These centres are preferred to be as far as possible from each other. In this algorithm mostly Euclidean distance is used to find distance between data points and centroids [6]. The Euclidean distance between two multi-dimensional data points 
\( X = (x_1, x_2, x_3, \ldots, x_m) \) and 
\( Y = (y_1, y_2, y_3, \ldots, y_m) \) is described as follows:

\[
D(X,Y) = \sqrt{(x_1 - y_1)^2 + (x_2 - y_2)^2 + \cdots + (x_m - y_m)^2}
\]  

The K-Means method aims to minimize the sum of squared distances between all points and the cluster centre. This procedure consists of the following steps, as described below.

Algorithm 1: K-Means clustering algorithm [9]

Require: 
\( D = \{d_1, d_2, d_3, \ldots, d_n\} \) // Set of n data points.
K - Number of desired clusters

Ensure: A set of K clusters.

Steps:
1. Arbitrarily choose \( k \) data points from \( D \) as initial centroids;
2. Repeat
   - Assign each point \( d_i \) to the cluster which has the closest centroid;
   - Calculate the new mean for each cluster;
   - Until convergence criteria is met.

Though the K-Means algorithm is simple, it has some drawbacks of quality of the final clustering, since it highly depends on the arbitrary selection of the initial centroids [2].

B. K-Means Discretization

Many data mining techniques often require that the attributes of the data sets are discrete. Given that most of the experimental data are continuous, not discrete, the discretization of the continuous attributes is an important issue. The goal of discretization is to reduce the number of possible values a continuous attribute takes by partitioning them into a number of intervals. K-means discretization method is used in this paper, in gene expression data set each gene attribute is clustered with K-means, replaces the attribute values with the cluster membership labels. These labels will be act as discrete values for gene expression data set.

III. ROUGH SET THEORY

Rough set theory is a formal mathematical tool that can be applied to reducing the dimensionality of datasets. The rough set attribute reduction method removes redundant input attributes from datasets of discrete values, all the while making sure that no information is lost. The approach is fast and efficient, making use of standard operations from conventional set theory [10].

Definition: Let \( U \) be a universe of discourse, \( X \subseteq U \), and \( R \) is an equivalence relation on \( U \). \( U/R \) represents the set of the equivalence class of \( U \) induced by \( R \). The positive region of \( X \) on \( R \) in \( U \), is defined as \( \text{pos}(R,X) = U \{ y \subseteq U \} | \forall x \in X, y \in X \}. The partition of \( U \), generated by \( IND \) (P) is denoted \( U/P \). If \( (x, y) \in IND \), then \( x \) and \( y \) are indiscernible by attributes from \( P \). The equivalence classes of the \( P \)-indiscernibility relation are denoted \( [x]_p \). The indiscernibility relation is the mathematical basis of rough set theory. Let \( X \subseteq U \), the P-lower approximation \( P \) and P-upper approximation \( P \) of set \( X \) can be defined as:

\[
P^\cap = \{ x \in U \mid [x]_p \subseteq X \} \]

\[
P^\cup = \{ x \in U \mid [x]_p \cap X \neq \phi \} \]

Let \( P, Q \subseteq A \) be equivalence relations over \( U \), then the positive, negative and boundary regions can be defined as:

\[
\text{POS}_P(Q) = \bigcup_{X \in U/Q} P^\cap
\]

\[
\text{NEG}_P(Q) = U - \bigcup_{X \in U/Q} P^\cup
\]

\[
\text{BND}_P(Q) = \bigcup_{X \in U/Q} P^\cap - \bigcup_{X \in U/Q} P^\cup
\]

An important issue in data analysis is discovering dependencie\'s between attributes dependency can be defined in the following way. For \( P, Q \subseteq A \), \( P \) depends totally on \( Q \), if and only if \( IND \ (P) \subseteq IND \ (Q) \). That means that the partition generated by \( P \) is finer than the partition generated by \( Q \). We say that \( Q \) depends on \( P \) in a degree \( 0 \leq k \leq 1 \) denoted \( P \Rightarrow k \ Q \), if

\[
k = \gamma_P(Q) = \frac{|\text{POS}_P(Q)|}{|U|}
\]

If \( k = 1 \), \( Q \) depends totally on \( P \), if \( 0 \leq k \leq 1 \), \( Q \) depends partially on \( P \), and if \( k = 0 \) then \( Q \) does not depend on \( P \). In other words, \( Q \) depends totally (partially) on \( P \), if all (some) objects of the universe \( U \) can be certainly classified to blocks of the partition \( U/Q \), employing \( P \). In a decision system the attribute set contains the condition attribute set \( C \) and decision attribute set \( D \), i.e. \( A = C \cup D \). The degree of dependency between condition and decision attributes, \( \gamma_\text{c}(D) \), is called the quality of approximation of classification, induced by the set of decision attributes [11], [12].

A. Quick Reduct Algorithm [16]

The reduction of attributes is achieved by comparing equivalence relations generated by sets of attributes. Attributes are removed so that the reduced set provides the same quality of classification as the original. A reduct is defined as a subset \( R \) of the conditional attribute set \( C \) such that \( \gamma_R(D) = \gamma_C(D) \). A given dataset may have many attribute reduct sets, so the set \( R \) of all reducts is defined as:
Rall = \{X \mid X \subseteq C, \forall X(D) = \gamma C(D); \\
\gamma X = \{a \mid (D) \neq \gamma X(D), \forall a \in X\}\}.
\tag{8}

The intersection of all the sets in Rall is called the core, the elements of which are those attributes that cannot be eliminated without introducing more contradictions to the representation of the dataset. For many tasks (for example, feature selection), a reduct of minimal cardinality is ideally searched for. That is, an attempt is to be made to locate a single element of the reduct set Rmin in Rall:

Rmin = \{X \mid X \in \text{Rall}, \forall Y \in \text{Rall}, |X| \leq |Y|\}. \tag{9}

The Quick Reduct algorithm shown below [6], [7], it searches for a minimal subset without exhaustively generating all possible subsets. The search begins with an empty subset; attributes which result in the greatest increase in the rough set dependency value are added iteratively. This process continues until the search produces its maximum possible dependency value for that dataset (\gamma_{\text{c}}(D)). Note that this type of search does not guarantee a minimal subset and may only discover a local minimum.

\begin{algorithm}
\textbf{Algorithm 2: Quick Reduct(C, D)}
\begin{itemize}
\item [C] the set of all conditional features;
\item [D] the set of decision features.
\item [a] R ← \{\}
\item [b] Do
\item [c] T ← R
\item [d] \forall x \in (C-R)
\item [e] ifRU (C(x)) + T(D)
\item [f] T ← RU (C(x))
\item [g] R ← T
\item [h] until: R(D) = T\gamma_{\text{c}}(D)
\item [i] return R
\end{itemize}
\end{algorithm}

It starts off with an empty set and adds in turn, one at a time, those attributes that result in the greatest increase in the rough set dependency metric, until this produces its maximum possible dependency value for the dataset. Other such techniques may be found in [6], [7].

\section{IV. EXPERIMENTAL RESULTS}

\subsection{A. Data Sets}

We use three datasets: leukemia, lung cancer and prostate cancer which are available in the website: http://datam.i2r.a-star.edu.sg/datasets/krbd/, [18]. The gene number and class contained in three datasets are listed in Table I.

\begin{table}[h]
\centering
\caption{SUMMARY OF GENE EXPRESSION DATASETS}
\begin{tabular}{|c|c|c|c|c|c|}
\hline
Dataset & #Gene & Class & Dataset & #Gene & Class \\
\hline
Leukemia & 7129 & ALL/AML & 34 & 20/14 & 34
\hline
Lung & 7129 & Tumor/Normal & 96 & 86/10 & 96
\hline
Prostate & 12600 & Tumor/Normal & 21 & 8/13 & 21
\hline
\end{tabular}
\end{table}

\subsection{B. Cluster Analysis}

Given Gene expression data set will divide K (K = 5) number of groups using clustering techniques. Most clustering methods group genes based on the distances, while few methods group according to the similarities of the distributions of the gene expression levels. K-Means clustering is used to cluster the similar characteristics of genes. After K-Means grouped genes are listed in Table II.

\begin{table}[h]
\centering
\caption{SIMILAR GENES AFTER K-MEANS}
\begin{tabular}{|c|c|c|c|c|c|}
\hline
Data & Cluster 1 & Cluster 2 & Cluster 3 & Cluster 4 & Cluster 5 \\
\hline
Leukemia & 39 & 873 & 6025 & 74 & 118
\hline
Lung & 6011 & 188 & 29 & 101 & 800
\hline
Prostate & 1240 & 915 & 10318 & 7 & 120
\hline
\end{tabular}
\end{table}

\subsection{C. Feature Selection}

Features or genes will be selected from a similar gene cluster that clusters shown in Table II. Rough sets have been used as feature selection methods. The data studied by rough sets are mainly organized in the form of decision tables. One decision table can be represented as S = (U, A\cup C \cup D), where U is the set of samples in cluster K (K = 1 to 5), C the condition attribute set and D the decision attribute set. We can represent every gene expression data decision table like Table III.

\begin{table}[h]
\centering
\caption{MICROARRAY DATA DECISION TABLE}
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
Samples & \text{Cluster K (Condition attributes)} & \text{Decision attributes} & \text{Class label} \\
\hline
1 & g(1,1) & g(1,2) & \ldots & g(1,q) & \text{Class(1)}
\hline
2 & g(2,1) & g(2,2) & \ldots & g(2,q) & \text{Class(2)}
\hline
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots
\hline
p & g(p,1) & g(p,2) & \ldots & g(p,q) & \text{Class(p)}
\hline
\end{tabular}
\end{table}

In the decision table, there are p samples and q genes in cluster K. Every sample is assigned to one class label. Each gene is a condition attribute and each class is a decision attribute. g(p, q) signifies the expression level of gene q in sample p [18]. Before applying feature selection algorithm all the conditional attributes (samples) are discretized using K-Means discretization. Table IV shows the selected genes from particular cluster by applying Quick Reduct Algorithm.

\begin{table}[h]
\centering
\caption{SELECTED GENES FROM PROSTATE CANCER CLUSTER}
\begin{tabular}{|c|c|c|c|c|c|}
\hline
\text{Dataset} & \text{Cluster 1} & \text{Cluster 2} & \text{Cluster 3} & \text{Cluster 4} & \text{Cluster 5} \\
\hline
Leukemia & & & & & \\
\hline
Lung & & & & & \\
\hline
Prostate & & & & & \\
\hline
\end{tabular}
\end{table}
TABLE IV
SELECTED GENES BY QUICK REDUCT ALGORITHM

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Leukemia</th>
<th>Lung</th>
<th>Prostate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster 1</td>
<td>19,44,930,1841</td>
<td>6044</td>
<td>637,3588,10960</td>
</tr>
<tr>
<td>Cluster 2</td>
<td>220,6855</td>
<td>989,1513</td>
<td>6849,8311</td>
</tr>
<tr>
<td>Cluster 3</td>
<td>4,3252</td>
<td>131,686,1116,1432</td>
<td>149,7028</td>
</tr>
<tr>
<td>Cluster 4</td>
<td>1674,3452,4017</td>
<td>1569,1906,6905</td>
<td>604,750,7185,10578,10922</td>
</tr>
<tr>
<td>Cluster 5</td>
<td>543,1962,3361</td>
<td>4817</td>
<td>48,1507,7581</td>
</tr>
</tbody>
</table>

ACV is evaluating the homogeneity of a cluster. ACV approaching 1 denote a significant cluster. ACV will have been fined for each cluster of gene expression data and selected genes. Tables V-VII show the value of ACV for gene expression data set.

TABLE V
ACV FOR LEUKEMIA CANCER

<table>
<thead>
<tr>
<th>Cluster</th>
<th>All Genes</th>
<th>ACV</th>
<th>Selected Genes</th>
<th>ACV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster 1</td>
<td>39</td>
<td>0.3130</td>
<td>19,44,930,1841</td>
<td>0.6011</td>
</tr>
<tr>
<td>Cluster 2</td>
<td>873</td>
<td>0.2430</td>
<td>220,6855</td>
<td>1</td>
</tr>
<tr>
<td>Cluster 3</td>
<td>6025</td>
<td>0.6457</td>
<td>4,3252</td>
<td>1</td>
</tr>
<tr>
<td>Cluster 4</td>
<td>74</td>
<td>0.2666</td>
<td>1674,3452,4017</td>
<td>0.6767</td>
</tr>
<tr>
<td>Cluster 5</td>
<td>118</td>
<td>0.2524</td>
<td>543,1962,3361</td>
<td>0.6266</td>
</tr>
</tbody>
</table>

Fig. 1 ACV for Leukemia Cancer data set

Fig. 1 depicts the performance of the feature selected genes ACV values for Leukemia dataset. On the cluster1 and cluster2 genes exhibits highest ACV=1 and it shows best clusters for Leukemia data set.

TABLE VI
ACV FOR LUNG CANCER

<table>
<thead>
<tr>
<th>Cluster</th>
<th>All Genes</th>
<th>ACV</th>
<th>Selected Genes</th>
<th>ACV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster 1</td>
<td>6011</td>
<td>0.5729</td>
<td>6044</td>
<td>0.0104</td>
</tr>
<tr>
<td>Cluster 2</td>
<td>188</td>
<td>0.2067</td>
<td>989,1513</td>
<td>1</td>
</tr>
<tr>
<td>Cluster 3</td>
<td>29</td>
<td>0.3834</td>
<td>131,686,1116,1432</td>
<td>0.5181</td>
</tr>
<tr>
<td>Cluster 4</td>
<td>101</td>
<td>0.2877</td>
<td>1569,1906,6905</td>
<td>0.6967</td>
</tr>
<tr>
<td>Cluster 5</td>
<td>800</td>
<td>0.2447</td>
<td>4817</td>
<td>0.0104</td>
</tr>
</tbody>
</table>

Fig. 2 ACV for Lung Cancer data set

Fig. 2 depicts the performance of the feature selected genes ACV values for Lung Cancer dataset. On the cluster2 genes exhibits highest ACV=1 and it shows best cluster for Lung Cancer data set.

TABLE VII
ACV FOR PROSTATE CANCER

<table>
<thead>
<tr>
<th>Cluster</th>
<th>All Genes</th>
<th>ACV</th>
<th>Selected Genes</th>
<th>ACV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster 1</td>
<td>1240</td>
<td>0.8405</td>
<td>637,3588,10960</td>
<td>0.6199</td>
</tr>
<tr>
<td>Cluster 2</td>
<td>915</td>
<td>0.5186</td>
<td>6849,8311</td>
<td>1</td>
</tr>
<tr>
<td>Cluster 3</td>
<td>10318</td>
<td>0.3834</td>
<td>149,7028</td>
<td>0.0343</td>
</tr>
<tr>
<td>Cluster 4</td>
<td>7</td>
<td>0.6907</td>
<td>604,750,7185,10922</td>
<td>0.7696</td>
</tr>
<tr>
<td>Cluster 5</td>
<td>120</td>
<td>0.4957</td>
<td>48,1507,7581</td>
<td>0.8611</td>
</tr>
</tbody>
</table>

Fig. 3 ACV for Prostate Cancer data set

Fig. 3 depicts the performance of the feature selected genes ACV values for Prostate Cancer dataset. On the cluster 2 genes exhibits highest ACV=1 and it shows best clusters for Prostate Cancer data set.

V. WEKA CLASSIFICATION

The Waikato Environment for Knowledge Analysis (WEKA) is a comprehensive suite of Java class libraries that implement many state-of-the-art machine learning and data mining algorithms. WEKA is freely available on the World-Wide Web and accompanies a new text on data mining [17] which documents and fully explains all the algorithms it contains. Applications written using the WEKA class libraries
can be run on any computer with a Web browsing capability; this allows users to apply machine learning techniques to their own data regardless of computer platform. Tools are provided for pre-processing data, feeding it into a variety of learning schemes, and analyzing the resulting classifiers and their performance [4].

The primary learning methods in WEKA are “classifiers”, and they induce a rule set or decision tree that models the data. WEKA also includes algorithms for learning association rules and clustering data. The core package contains classes that are accessed from almost every other class in WEKA. The most important classes in it are Attribute, Instance, and Instances. An object of class Attribute represents an attribute—it contains the attribute’s name, its type, and, in case of a nominal attribute, it’s possible values. An object of class Instance contains the attribute values of a particular instance; and an object of class Instances contains an ordered set of instances—in other words, a dataset [4].

In this paper we have taken the classifiers such as Naive Bayes, KStar, Decision Table, ZeroR, J48 and Simple Cart. Tables VIII-X shows the classification accuracy of original data set genes, selected genes from all clusters and selected genes from ACV = 1 clusters.

### TABLE VIII
**CLASSIFICATION ACCURACY FOR LUKEMIA CANCER**

<table>
<thead>
<tr>
<th>Classification</th>
<th>Original</th>
<th>QR selected gene</th>
<th>ACV = 1 cluster Gene</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naive</td>
<td>94.1176</td>
<td>97.0588</td>
<td>97.0588</td>
</tr>
<tr>
<td>K Star</td>
<td>58.8235</td>
<td>94.1176</td>
<td>94.1176</td>
</tr>
<tr>
<td>Decision Table</td>
<td>88.2353</td>
<td>94.1176</td>
<td>94.1176</td>
</tr>
<tr>
<td>ZeroR</td>
<td>58.8235</td>
<td>58.8235</td>
<td>58.8235</td>
</tr>
<tr>
<td>J48</td>
<td>91.1765</td>
<td>97.0588</td>
<td>97.0588</td>
</tr>
<tr>
<td>SimpleCart</td>
<td>88.2353</td>
<td>94.1176</td>
<td>94.1176</td>
</tr>
</tbody>
</table>

### TABLE IX
**CLASSIFICATION ACCURACY FOR LUNG CANCER**

<table>
<thead>
<tr>
<th>Classification</th>
<th>Original</th>
<th>QR selected gene</th>
<th>ACV = 1 cluster Gene</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naive</td>
<td>96.875</td>
<td>98.9583</td>
<td>97.9167</td>
</tr>
<tr>
<td>K Star</td>
<td>89.5833</td>
<td>98.9583</td>
<td>97.9167</td>
</tr>
<tr>
<td>Decision Table</td>
<td>96.875</td>
<td>97.9167</td>
<td>96.875</td>
</tr>
<tr>
<td>ZeroR</td>
<td>89.5833</td>
<td>89.5833</td>
<td>89.5833</td>
</tr>
<tr>
<td>J48</td>
<td>95.9583</td>
<td>97.9167</td>
<td>97.9167</td>
</tr>
<tr>
<td>SimpleCart</td>
<td>96.875</td>
<td>97.9167</td>
<td>96.875</td>
</tr>
</tbody>
</table>

**VI. CONCLUSION**

In this work, simultaneous clustering and feature selection method for gene selections is studied and apply to avoid too many redundant or missing values in Microarray gene expression data. In this gene selection method is based on Feature selection using Rough set methods. K-means clustering, Rough Quick Reduct and Average Correlation Value methods are studied and implemented successfully for gene selection. The proposed work gives sparse and interpretable classification accuracy, compared to other gene selection method on gene expression data set. The classification accuracy of selected genes has been done using WEKA classifier. In compare with other gene selection methods, our method is simple, effective and robust.
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