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Abstract—This paper aims to create the model for student in choosing an emphasized track of student majoring in computer science at Suan Sunandha Rajabhat University. The objective of this research is to develop the suggested system using data mining technique to analyze knowledge and conduct decision rules. Such relationships can be used to demonstrate the reasonableness of student choosing a track as well as to support his/her decision and the system is verified by experts in the field. The sampling is from student of computer science based on the system and the questionnaire to see the satisfaction. The system result is found to be satisfactory by both experts and student as well.
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I. INTRODUCTION

Currently, selection of student’s major is very important because it has a direct effect on their career path and may affect to student’s life such as time consuming to study in unsuitable field or not finish study and so on. Computer Science program is one of the significant graduate programs in Thailand. However, the problem encountered by computer science students is an error in the fields of study. Most students do not know the exact needs and their skills in the fields of study.

Therefore, to select appropriated fields, the use of student information, like registration information, course information and class learning courses, was evaluated and data mining techniques was used to analyze pattern and relationship of information. Data mining is a process to create knowledge from transactional database by using statistic procedure and machine learning and training set to get the exact information for predicted decision.

This research aims to develop a decision support system which will be useful to directly affect both the student in choosing the appropriate fields on the abilities and interests of students. Moreover, it is also beneficial to improve the curriculum and resources, both personnel and equipment used in teaching to achieve maximum performance.

The remainder of this paper is organized as follows. Section II presents related works and research methodologies used in this work. Section III presents the experimental setup based on the purposed model based on data mining technique and Section IV shows the results of this experiment. Finally, in Section IV conclude the paper with future research.

II. RELATED WORKS AND THE METHODOLOGIES

In this section, we illustrate related works and specified methodologies used in this project.

A. Relates Works

A literature search shows that most of the related researches have deployed data mining techniques to analyze educational data by following this: According to C. Romero et al. [1], the research was shown the usefulness of the data mining techniques in course management system and the rules can help to classify students and to detect the sources of any incongruous values received from student activities. C. Marquez et al. [2] applied data mining techniques to predict school failure with 670 middle-school students and using 10 classification algorithms and 10 fold-cross validation was evaluated the project. K. Kularbphettong used data mining techniques with data log file provided by Learning Management Systems (LMSs) in relation to visits and times, resources viewed, assessments, activities and etc [3]-[5]. B. Minaei-Bidgoli et al. [6] presented an approach to classify students in order to predict their final grade based on features extracted from logged data in an education web-based system.

B. The Methodologies

Data Mining is the data analyzing technique from different perspectives also summarizing the useful information results. The data mining process uses many principles as machine learning, statistics and visualization techniques to discover and present knowledge in an easily comprehensible form. There is another definition as “the nontrivial process of identifying valid, novel, potentially useful, and ultimately understandable patterns in data” [7], [8].

A decision tree is one of the most well known classification approaches that are commonly used to examine data and induce the tree in order to make predictions [9]. The purpose of the decision tree is to classify data into distinct groups or branches that generate the strongest separation in the values of the dependent variable [10].

J48 is an open source Java implementation of the C4.5 algorithm under WEKA data mining platform. C4.5 is an algorithm used to generate a decision tree developed by Ross Quinlan. C4.5 is a software extension and thus improvement of the basic ID3 algorithm designed by Quinlan [11]. J48 uses gain ratio to classify the decision tree.

Bayesian Networks algorithms are structured, graphical models of probabilistic relationships among a set of random
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variables. The conditional independence assumptions in the graph are estimated by statistical and computational models [12], [13].

III. EXPERIMENTAL SETUP

The data of this experiment was collected from the computer science program, Suan Sunandha Rajabhat University, during the period of 2006-2012. The student data set was composed of 312 personal records, registered course records and students ‘quizzes in computer skills. In the gathering data phrase, Computer Science students were subjected to take quizzes in computer skills. There were four quizzes in Database System, Software Engineering, Multimedia, and Network and Communication fields. As presented in Fig. 1, it showed the process of this research to generate the student’s academic performance model by using data mining techniques and used PHP to develop a decision support system based on the model.

Fig. 1 The process of the student’s academic performance model

Also, the results of students’ quizzes are collected in the last. The data is preprocessed, and transformed to be appropriated format so as to apply data mining techniques to generate model. The equal width method was used to partition the value of continuous attributes into five nominal values: VERY POOR, POOR, FAIR, GOOD and VERY GOOD.

After preparation phrase as shown in Fig. 2, Data was analyzed by WEKA. WEKA, the Waikato Environment for Knowledge Analysis, is a collection of machine learning algorithm to analyze data set for data mining tasks [14].

J48 and Bayesian Networks algorithms were used in this project to estimate and evaluate for creating the model. To take measure the result, the K-fold cross validation method was provided to validate the result. And to create the effectiveness model, the results of each algorithm were evaluated by the percentage correct, precision, recall and F-measure.

Fig. 2 The data preparation process

IV. RESULTS

In this research, the data was analyzed by using J48 and Bayesian Networks algorithms and using the appropriated result was created the model to develop the decision support system to guide student major selection. The results of this experiment were shown in Table I, compared the effectiveness of each algorithm.

<table>
<thead>
<tr>
<th>Table I</th>
<th>THE EXPERIMENT RESULTS OF EACH ALGORITHM</th>
</tr>
</thead>
<tbody>
<tr>
<td>percentage of collect</td>
<td>Precision</td>
</tr>
<tr>
<td>J48</td>
<td>89.23</td>
</tr>
<tr>
<td>Bayesian Networks</td>
<td>92.13</td>
</tr>
</tbody>
</table>

The results of the experiment show that the Bayesian Networks algorithm is more efficient than J48 algorithm. The percentage of prediction is accurate 92.13% and precision and F-measure are 0.93 and 0.91 respectively.

Fig. 3 The results of the percentage of collect
For this reason, the Bayesian Networks was used to create model of this project. Fig. 5 was presented the main web page of the prototype of decision support system to select student major.

To evaluate the performance of the system, the 5 expert respondents and 30 students were used to test this system. The results of the accuracy and satisfaction from the respondents were affected to satisfaction levels.

V. CONCLUSION AND FUTURE WORK

In this paper, we presents the preliminary result showing a promising progress in this prototypes model for the ongoing improvement project and also this model can be beneficial to help student for selecting his/her major. However, in term of the future experiments, we are looking forward to research about other data mining techniques to enhance this project and also apply the tool to support student’s decision.
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