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Abstract—We developed a prototype system for multiplayer RC-car driving in a collaborative augmented reality (AR) environment. The tele-existence environment is constructed by superimposing digital data onto images captured by a camera on an RC-car, enabling players to experience an augmented coexistence of the digital content and the real world. Marker-based tracking was used for estimating position and orientation of the camera. The plural RC-cars can be operated in a field where square markers are arranged. The video images captured by the camera are transmitted to a PC for visual tracking. The RC-cars are also tracked by using an infrared camera attached to the ceiling, so that the instability is reduced in the visual tracking. Multimedia data such as texts and graphics are visualized to be overlaid onto the video images in the geometrically correct manner. The prototype system allows a tele-existence sensation to be augmented in a collaborative AR environment.
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I. INTRODUCTION

AUGMENTED Reality (AR) technologies have been widely used for creating various applications that enhance the real world with virtual objects [1]. Typical AR applications are games, which are made more interactive and attractive for players by having virtual objects superimposed onto the real world. Although computer games also give players an interactive environment and enjoyable experiences, they are limited to the virtual world composed of images and sounds. Even though online games provide players with a collaborative environment, their experiences are still separated from the surrounding physical environment and neighboring people, which becomes the main reason many parents are afraid that computer games may adversely affect their children [2]. AR creates a collaborative game environment that multiplayers can enjoy together, sharing their spatial experiences in the real world.

One of the remarkable features in AR games is the display of images and sounds from the first-person point of view, which gives players high immersion during the game. In general, the first person corresponds to a player in AR games, and scenes of the real world are captured by a visual camera attached on the player’s head. The information additional to the real world are captured by a visual camera attached to the ceiling, so that the instability is reduced in the visual tracking. Multimedia data such as texts and graphics are visualized to be overlaid onto the video images in the geometrically correct manner. The prototype system allows a tele-existence sensation to be augmented in a collaborative AR environment.

mobile device [4], because it is easy to capture the scene images from the point of view from a camera and to render a synthesized car driven by the player. However, when a player is supposed to get in a vehicle, the point of view should exist in the vehicle. Although an AR based RC-car application has been made from the car’s point of view [5], it is available only in a single-player format. So far, no multiplayer RC-car game that gives a player scene images from the first-person point of view has been applied to an AR environment.

We developed an RC-car driving system played by plural players having the first-person point of view in a collaborative AR environment. An RC-car is controlled by a player in the physical space, capturing scenes with a visual camera attached on the RC-car. The player can see the scene images from his/her point of view. The marker-based tracking system is implemented to estimate the position and orientation of the camera on the RC car, complementally increasing the accuracy using an infrared camera. The client-server architecture is installed to distribute the processing load to several PCs on the network. We believe that the RC-car driving system provides players with immersive car-driving experiences.

II. RELATED WORK

Games are regarded as a promising AR application [6]. Games are typically classified into entertainment games and serious games [7]. This categorization would work well in terms of purposes of AR games but not a manner of interaction. Hardware devices such as displays and input interfaces still dominate the manner of interaction between players or a player and an environment in AR games. Therefore, we describe the related work with respect to interaction techniques mainly based on the hardware devices: a head mounted display (HMD), a handheld device, and projection mapping.

A. HMD

The early work on AR games has often used an HMD as a display device. The kinds of video see-through and optical see-through HMDs are changed to suit AR applications [8]. In general, the video see-through HMD is relatively easier to implement to AR applications than the optical see-through HMD, since the geometric registration of virtual objects on the real scene images is eased in visual tracking.

AR2Hockey [9] is played by two players hitting a virtual puck towards each other on a physical table. The player swings a tracked physical mallet toward the motion of a puck. MIND-WARPING [10] is played by a couple of players who interact with each other through a network. One puts on an HMD with a camera and fights off virtual monsters with his/her
hand gestures. The other player remotely controls the virtual monsters on the integrated workbench. AR Quake [11] is played by a player wearing an HMD who tries to slay monsters in indoor and outdoor environments. This game is an extension of the desktop 3D game, Quake, categorized as a first-person shooter (FPS). Touch-Space [12] is played by two players collaboratively finding two maps, finding a castle, and defeating a witch to save a princess. Each task is performed at a different stage: the first stage includes tangible interaction with players in the AR experience; the second stage gives players seamless transition between AR and virtual reality (VR) experiences, and the third stage features collaborative navigation in the immersive VR experiences. AR Battle Commander [13] is played by a player with an army of military units to control. The player tries to destroy the opposition forces by giving commands to his/her units. It is a kind of real time strategy (RTS) game and is played from a first-person point of view in an outdoor AR environment.

B. Handheld Device

Recently, handheld devices are often used for AR games, especially commercially based ones, since they display the scene images captured by a camera attached on the device. Handheld devices such as a smartphone and a mobile PC have the merit of being easier to handle than HMDs. These devices have been widely used in daily lives and have become low in price and running costs. The handheld devices have advantages in terms of safety and vision health, because the player’s field of view is not covered by the display. However, the small display of the handheld devices makes the players’ experiences less immersive. Moreover, the camera view does not always match the user’s viewpoint according to the geometric relationship between the handheld device and the user’s viewpoint [14], [15]. This inconsistency results in discontinuity of a scene from the user’s viewpoint.

Invisible Train [16] is played by multiple players steering virtual trains over a real miniature railroad track. Each holds a PDA device with a camera to switch the track at intersections to avoid train collisions. AR Tennis [17] is played by two players hitting a virtual ball by using mobile phones as virtual racquets. The game play has been enhanced with multimodal interaction involving audio and vibration feedback for hitting the ball. AR Domino Knockdown [18] is played by two players knocking virtual dominos off a real table by shooting virtual balls. Each player holds a mobile PC to shoot virtual balls by tapping his/her fingers on the screen. AR Defender [19] is played by a player with the iPhone or another smartphone. A pattern marker is captured by the phone’s camera to place a virtual tower. A player defends the tower from various enemies trying to take the tower by directing the phone’s camera to shoot the enemies. Invizimals [20] is played by a couple of players who hunt and capture creatures. This is a commercial game run on the PlayStation Portable with a camera. Square-shaped markers laid in the real world work as traps to capture the creatures in the virtual world.

C. Projection Mapping

A projection mapping method has also been used as presentation for AR applications. The projection images need to be arranged with the projection targets. When the surface where images are projected has a structure other than a plane, they are registered to align with surface features. When multiple projectors are used in the display screen, the projected images need to be blended correctly [21]. When the surface has some colors, the images need to be modified in color, saturation, and contrast.

The projection mapping overlays the real world with visual information, creating a tangible user interface where the user interacts intuitively with virtual objects by manipulating the corresponding physical objects [22], [23]. A fantasy dice game [24] is played by two players fighting a battle between two wizards who can call creatures up for the battle. The dices are placed on the tabletop space that is captured by a camera, and the tabletop space is displayed on the wall with a projector. Augmented Coliseum [25] is played with multiple players controlling small physical robots to attack each other with virtual weapons. Markers are placed on the robots to measure the position and orientation, and the projected game play space includes virtual objects such as barriers, explosions, and gunfire. The seamless interaction of the virtual objects and the real world is provided in the AR game environment. A multimodal tabletop game [26] is played by two players with multimodal interaction using gesture and speech recognition. Two commercial games (RTS and simulation games) have been implemented into the platform, achieving multimodal co-located tabletop interaction. IncreTable [27] is played by a couple of players solving puzzles by placing virtual domino blocks, moving a virtual car, or controlling a physical robot. The game play interfaces are composed of projection displays, digital pens, a depth-sensing camera, real domino blocks, and physical objects. The virtual domino blocks interact with the real domino blocks through portals. The projection-based AR is also used to enhance guests’ experiences in Disney theme parks [28]. The primary merit is that the projected images can make dynamic environments and breathe life into static sets, which is difficult to achieve by conventional methods.

III. System

The RC-car driving system consists of RC-cars with wireless cameras, PCs connected via the LAN, and an infrared camera set on the ceiling. The player operates an RC-car with an RC controller, viewing the synthesized images at an HMD. The synthesized images are generated by overlaying the computer graphics of virtual objects onto the real scene images captured by a camera on the RC-car. Our prototype system achieves visual stability and occlusion for the overlay by using the geometry data of the RC-cars derived from the additional infrared camera. Fig. 1 shows a screenshot of the scene images displayed at the HMD.
The RC-car driving system was designed to support interaction among multiple players who control their cars with the wireless RC controllers. To make a collaborative AR environment, the equal operation functions are given to all the players, sharing the same physical world with their own viewpoints. This manner of interaction in the environment is similar to that in the real world, though the viewpoint of each player is set on the RC-car in the RC-car driving system.

The field of game play was designed for a player to drive the RC-car anywhere players themselves can set on the ground plane. Although the range of the field does not basically depend on the physical limitation, the artificial boundary of the game play is necessary to maintain the position tracking of the RC-cars and to avoid hard collisions with some real objects around the game play field. The field is formed with a planner array of optical markers that are used for estimating the position and orientation of a camera attached on the RC-car.

On the basis of the transform data of the position and orientation, virtual objects are superimposed onto the scene images of the field in the geometrically correct way. However, the marker-based tracking is considered to be destabilized due to a fast movement of the RC-car, a failure to capture the optical markers, and jitter noise in the video images. Moreover, it is difficult to solve an occlusion problem in which the background virtual objects occlude the foreground real objects in the scene images. An additional camera was prepared to capture the bird’s eye view of the game play field, estimating the geometric relationship among the RC-cars. The infrared camera was used to distinguish these markers on the RC-cars from the optical markers on the game play field.

The RC-car driving system was also designed to provide simple user interfaces. Each player sees scene images with an HMD instead of an LCD monitor, enhancing the visual immersion by widely covering the player’s view. The scene images are captured by a visual camera attached on the RC-car. The scene changes in the proceeding line by forwarding the RC-car and in the horizontal orientation by directing the RC-car. Any RC-car can be used for the game play, though it needs to have some space for putting a wireless camera on it. An RC controller pertaining to the RC-car kit is used as an interface device to control the RC-car.

B. Configuration

Fig. 2 shows the configuration of the RC-car driving system. The prototype system uses several PCs defined to a manager and clients, so that the computational loads are distributed in graphics rendering and image processing. The manager manages the clients by collecting data transferred from the clients. The manager also estimates the geometry status of each RC-car with the infrared markers. The infrared camera is placed on the ceiling of the room, and three infrared markers forming an isosceles triangle are attached on each RC-car. The isosceles triangle is detected in the infrared images, which estimate the position and orientation of the RC-car. Both the position and orientation of the RC-car derived from the visual tracking are corrected with the position and orientation of the isosceles triangle from the infrared sensing data. The geometry data of the RC-cars are transferred from the manager to the clients through the LAN. The clients render the graphics with the transform data based on the correction of the geometry data, and then display the synthesized images of the scene and graphics at the HMDs. The number of clients depends on the number of players.

Fig. 3 shows the processing diagram. The manager begins by capturing the infrared images from the infrared camera and displaying them on the PC monitor. The origin of the field needs to be set to define the geometry of the isosceles triangle formed with three infrared markers. A large square marker with retro-reflective materials for infrared light is temporally placed near the center of the game play field, as shown in Fig. 4 (a). When the square marker is detected correctly, the axes of the coordinates are presented as the origin at the monitor in the manager, as shown Fig. 4 (b). Once the origin is set correctly, the square marker can be cleared from the view of the infrared camera. Then, three infrared markers on each RC-car are detected in the images, and the position and orientation are estimated for the corresponding isosceles triangle.
The clients also begin by capturing the video images from the visual camera attached on each RC-car and displaying them at the corresponding HMD. When optical markers with square shapes are detected in the images, the patterns inside the square areas are recognized to identify the location within the field and estimate the position and orientation of the camera. Then, a 3DCG image of virtual objects is superimposed onto the video image at the HMD.

To support multiple players, multiple RC-cars must be able to exist in the game play field. However, when two RC-cars approach each other, it becomes difficult to distinguish the isosceles triangles on the RC-cars in the bird’s eye view images from the infrared camera. This results in the failure to estimate the position and orientation in the infrared tracking. We solve this problem by grouping the infrared markers. Three infrared markers of each RC-car form an isosceles triangle that is regarded as a group that distinguishes between the other RC-cars. The group is determined with the center of gravity in the three infrared markers, assuming that the center of gravity does not suddenly change the location. Fig. 5 shows a game play field with optical markers and two RC-cars with infrared markers.

The spatial accuracy between virtual objects and the real world is required for visual immersion in an AR environment. Simply overlaying virtual objects over the real world generates inconsistencies in the spatial relationship between the virtual objects and the real world, which is known as an occlusion problem [29]. The solutions proposed for the occlusion problem are mainly classified into depth-based and model-based approaches. The depth-based approach handles occlusions on the basis of depth information in the real scenes. A contour map was obtained to label each contour point of the real objects compared with the virtual objects in depth order [30]. A reliable depth map was obtained with a binocular stereo camera by extracting the object boundaries correctly [31]. The model-based approach handles occlusions on the basis of geometric models of the real objects. A 3D model of the occluding object was obtained with silhouettes derived from segmentation by hand in the key-frames, and the 2D occluding boundary was determined by trimming the 3D region in the
intermediate frames [32]. The 3D occluding boundary instead of the 3D model was obtained from two consecutive key-frames, and the 2D occluding boundary was recovered accurately by using region-based tracking [33].

These approaches required a complicated processing for the depth information or manual operation for the 3D model recovery. We take a simple approach to solve the occlusion problem. The bird’s eye view derived from the infrared camera obtains the locations of RC-cars. Thus, the occlusions are achieved by placing transparent objects at the locations, assuming the size of the RC-cars.

IV. IMPLEMENTATION

The prototype system of the RC-car driving application was implemented on PCs running Windows 7, equipped with a 2.7 GHz Intel Core i7 CPU, 7 GB RAM, and nVIDIA GeForce GTX 560 Ti. A Sony HMZ-T2 was used as an HMD with 1280×720 resolution, 16:9 aspect ratio, and 45 deg. viewing angle. A Tamiya assembly kit model was used as an RC-car. Natural Point Opti Track V100 was used as an infrared camera with 640×480 resolution, 100 fps, and 45 deg. viewing angle. ARToolkit [34] was used as an image processing library for detecting markers and recognizing the predefined patterns. The multi-marker field was set on a flat floor with planer markers arranged at some intervals, as shown in Fig. 4 (a) and Fig. 5. Fig. 6 shows a snapshot of a player playing the RC-car driving.
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means that the RC-car must move within the game play field as fast as possible. The RC-cars easily bumped into the boundary due to players’ driving mistakes. It seemed that speed preceded safety in their RC-car driving or they were not accustomed to the operation with the RC-car controllers.

V. CONCLUSION

We have described the RC-car driving system played by plural players in a collaborative AR environment. The RC-cars were controlled by players in the physical space, capturing scenes with a visual camera attached on the RC-car. The scenes superimposed with virtual objects were viewed with an HMD. The occlusions were properly processed in the AR environment, not rendering background virtual objects beyond the foreground real objects. We believe that the RC-car driving system provides players with immersive car-driving experiences. Future work includes implementing gaming functions and evaluating the RC-car driving as an AR application.
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