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Abstract—Cloud computing (CC) and mobile cloud computing (MCC) have advanced rapidly the last few years. Today, MCC undergoes fast improvement and progress in terms of hardware (memory, embedded sensors, power consumption, touch screen, etc.) software (more and more sophisticated mobile applications) and transmission (higher data transmission rates achieved with different technologies such as 3Gs). This paper presents a review on the concept of CC and MCC. Then, it discusses what has been done regarding middleware in cloud and mobile cloud computing. Later, it shows the architecture of our proposed middleware along with its functionalities which will be provided to mobile clients in order to overcome the well known problems (such as low battery power, slow CPU speed and little memory…).
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I. INTRODUCTION

Over the last few years and during the global economic crisis, businesses were looking for new ways to reduce costs while maximizing value which gave birth to cloud computing. The concept of cloud computing (CC) is composed of two terms: "Cloud" refers to Internet and it is a metaphor for the Internet network diagram (it is derived from network diagram), while "Computing" depicts the use of computer technology for task execution. As 'Cloud Computing', it means “When the task execution requiring computer is based on internet” without the need of physically installing software or implementing complex infrastructure [1]. CC provides highly scalable computing resources as a service through the Internet on a "pay-as-you-go" basis. Besides, it allows the virtualization of resources and facilitates the scalability over internet [2].

CC can be seen from two different angles: one is the applications sent as services through the Internet and the other is the hardware that provides those services [3], [4]. Three major paradigms or models of cloud services are available in the cloud area:

- Infrastructure as a Service (IaaS): focuses on exposing the hardware resources to users as services and provides a complete control over the operating system. It is like having or getting access to a physical computer connected to the Internet. For instance, Amazon EC2 is a successful IaaS in the cloud market; it is the most known public cloud and the most widely used.
- Platform as a Service (PaaS): Google Application Engine (Google App Engine) is an example of PaaS. It provides elastic platform for Java and Python applications with some limitations. Thanks to this service, a customer can get access to a specific application development platform hosted on infrastructure cloud. In other words, it provides the client with computational resources as high level application platform without bothering him/her with maintenance and system setup meaning that the client or the developer will focus on creating the wanted functionalities [4].
- Software as a Service (SaaS): represents software capabilities and functions as services. It provides the customer with software suites that are generally customized. Those software capabilities are offered as WSs by different service providers such as Google, Amazon, and Yahoo [4].

Fig. 1 represents the three paradigms or layers mentioned earlier.
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In general we distinguish four types of cloud deployment models:

- Private Cloud: It is cloud infrastructure within the physical boundaries of an organization. Normally, private clouds run cloud middleware for provisioning services on an internal network
- Public Cloud: It is a cloud that offers utility computing on the Internet as a service.
- Hybrid Cloud: Hybrid cloud is a grouping of private and public clouds. Hybrid clouds often are built to scale out from a private to a public cloud.
- Community Cloud: A community cloud which supports a community, where several organizations have similar needs and seek to share infrastructure in order to realize some of the benefits of cloud computing [5].
Mobile Cloud Computing (MCC) is defined as follows: "MCC is defined as cloud computing extended by mobility, and a new ad-hoc infrastructure based on mobile devices. It provides mobile users with data storage and processing services on a cloud computing platform."[6]

Mobile Cloud Computing is providing many benefits for cloud computing and network operators, such as reduced dependence on hardware and software equipment, and increased reach. Mobile cloud computing has many advantages among the few listed below:

- Possibility of Sharing information and applications without the need of costly hardware and software [7];
- Enhanced features and functionalities of mobile devices through new cloud applications [8];
- Ease of access and development since the access point to mobile cloud computing is through a browser [7];
- Extending battery lifetime for mobile devices [9]
- Improved data storage capacity and processing power [9]

Fig. 2 shows the general architecture of MCC. In this figure, mobile devices are connected to the mobile networks using base stations such as access point, or satellite. The role of these base stations is to establish and control the connections between the networks and mobile devices. The central processors receive the information and requests sent by the mobile users, and then send them to servers providing mobile network services. In this architecture, the mobile network operators provide services to mobile clients as AAA (stands for Authentication, Authorization and accounting) based in the home agent (HA) and subscribers’ data stored in databases. In the cloud, cloud controllers execute the clients’ requests to provide mobile users with the corresponding cloud services [10].

The importance of MCC can be seen among the few points listed below:

- MCC allows users access to cloud services.
- Enhanced features and functionalities of mobile devices through new cloud applications [11];
- Improved data storage capacity and processing power [11]

This paper introduces a mobile cloud middleware that permits the mobile clients to cope with the aforementioned limitations by providing set of features such as the adaptation and optimization of the cloud services results. In addition to the monitoring of resources and context of the device, and dynamically adapts the requests accordingly.

The paper is organized as follows. Section II highlights the ongoing research related to middleware and distributed systems. Section III shows the architecture of our proposed middleware along with the description of the interaction between its modules and components. Section IV describes a prototype scenario that illustrates how the middleware has been used to tackle the adaptation issue. Section V presents an example scenario to illustrate our middleware use. Section VI summarizes and points to future work.

II. RELATED WORK

The location of a device that always changes, connectivity fluctuation, service and host discovery are now the main characteristics of mobile systems and challenges at the same time. Moreover, mobile users are now demanding more and more services which are suitable to their current context.

In order to overcome the previous challenges, many research efforts have focused on designing new platforms that are able to support the requirements imposed by mobility.

Middleware is used to connect several machines in order to allow a smooth interaction between them and it is often used in applications or distributed systems, which can be defined as "a collection of autonomous computers that are connected through a network which enables computers to share the resources of the system, so that users perceive the system as a single, integrated computing facility" [12]. Applications and distributed systems such as mobile clients can be available thanks to middleware, independently from network services and transparently located over the network [13].

According to some research, middleware technology has shown that is a way of suitable utility of personal interaction with the cloud provider platforms. In order to bring the cloud to the mobile, many approaches have been proposed. For instance, Chun et al. introduce CloudClone [14] as a framework that allows executing a mobile platform on a virtual machine. This latter, handles the provisioning of cloud services once a real handset is synchronized to it. Similarly, Cuervo et al. propose MUAI [15] a framework that enables offloading mobile code to the cloud to save energy for mobile applications. Here, the idea consists of offloading code components to the cloud or nearby servers when processing is needed. The previous approaches emphasis on using a single cloud and they do not permit mobile application to benefit from multi-cloud operations. Another approach proposed by Wu et al. [16] presents an architecture that enables online, offline and mixed mode of operation for mobile applications with unified access to the business logic. The architecture.
framework enables easy building and adapting mobile applications that run in a selected mode depending on the scenario and user requirements. However, this approach is limited, in sense that dynamically changing the operation mode is not possible which requires rebuilding the application.

Because the worldwide utilization of wireless, and Smartphone device, mobile users are now more and more requiring services which are suitable for their current context as long as they are moving. Furthermore, applications are becoming more complicated and context-aware to meet the users’ requirements. In the literature, there are several definitions of the notion of context.

According to Dey [17], “Context is any information that can be used to characterize the situation of an entity. An entity is a person, place, or object that is considered relevant to the interaction between a user and an application, including the user and applications themselves.” Based on the previous definition, the context information is extremely broad. For instance, time, location, and mobile user activity are the most widely used context indicators by applications.

Reference [18] proposes a framework that provides context-aware mobile services based on an algorithm.

In a given context, the algorithm determines a kind of gaps that occurred. The authors defined a gap as a result of context changes. In the next step, the algorithm determines the cause of predefined gaps. Then, the algorithm will choose an appropriate adapter for the mobile user for the identified gap. Nevertheless, in the other contexts, the link cannot be defined when mobile users change to another context. Thus, this framework works with the predefined gaps and this may lack flexibility in practical usage.

III. MIDDLEWARE ARCHITECTURE

In the present attempt of this work, architecture is proposed. It is based on the middleware technology which is used for supporting the mobile clients in accessing the services of cloud platform. The middleware should provide an infrastructure for a transparent execution of elastic applications and a flexibility of adjusting the requirements for mobile clients to Cloud Services.

The middleware is software that provides a runtime environment the necessary support and organization of multiple applications. It binds together the applications, and the operating systems. Though, the main important functionality of the middleware is to achieve adaptive and efficient utilization of heterogeneous resources and services as well. Our system provides a unique interface that responds according to the cloud services requested.

The used architecture breaks down the system into independent elements where each one of them does specific functionalities in order to contribute to the achievement of our middleware’s objectives.

![Fig. 3 Middleware General Architecture](image)
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Fig. 3 shows the generic architecture of our system. It is composed of seven modules in addition to two different repositories. The objective of the architecture of this middleware is to allow the mobile clients to connect to cloud services. The system will execute all the essential adjustments to the mobile clients.

Fig. 4 shows the instantiated architecture of our middleware which is derived from the generic one. The architecture modules along with their interactions are described below. The middleware is composed of set of components and adapters, which manage the connection and communication between different cloud providers and the mobile clients.

- **Requests & Responses Handler Module**: As a manager, this module handles the different requests issued by the clients as well as the responses received from the cloud provider via the communication module.
- **User Profile Manager**: It monitors the user profile. This module allows the user to create his profile and register in our middleware as well as modifying his information.
- **Mobile Profile Manager**: It monitors the mobile profile.
- **Caching Module**: This module stores the service results into the result repository. It is responsible for reading and writing data from and into the Result database.
- **Context Monitor**: It receives and interprets context information. It stores context information in the context information repository. Moreover, it accepts or discards mobile client requests based on the resources available (power aware, resource aware...).
- **Context Analyzer**: It works by analyzing the received context information and sending the results back to the context monitor.
Scenario 1: The WeatherBug WS Request Is Not stored in our system.

In this scenario, the client wants to get a weather forecast for a specific location. WeatherBug, the provider, gives access to both REST and SOAP web services.

The request is received by the Requests & Responses Handler Module. This module checks if the wanted request is already saved in our system by sending the request to the Caching Module.

If not, the Requests & Responses Handler Module will forward the request to the QoS monitoring & Service discovery in order to find the cloud provider, then it will send the request to the QoS Analyzer.

Scenario 2: WeatherBug WS Request Is Already stored in the system.

The QoS Analyzer will analyze the cloud services and send the result to the Requests & Responses Handler Module.

The considered provider uses both SOAP and REST, so there is no need to send the request to the SOAP Generator. The request is sent immediately to the Scheduler which will put the request in the queue and send it to the communication module.

The communication module will send the request to the WS provider in the cloud.

Once the response is received by the middleware via the HTTP Client module, it is sent to the Requests & Responses Handler Module.

On the other hand, the XML Parser extracts the needed data, forwards it to the Requests & Responses Handler Module in order to be sent to the XML Parser.

The XML Parser extracts the needed data, forwards it to the Requests & Responses Handler Module.

The communication module sends the response to the Requests & Responses Handler Module. The QoS Analyzer will analyze the cloud services and send the result to the Requests & Responses Handler Module.

The optimized response is sent to the Caching Module to be saved in the system repository.

Finally, the mobile client receives the response message via the Requests & Responses Handler Module.

IV. WALK THROUGH THE ARCHITECTURE

The objective of this section is to demonstrate how our system architecture will perform in a specific situation by providing some scenarios that will illustrate the interaction between the different modules that composed our middleware. The considered web service in these scenarios is WeatherBug. It provides the client with weather cameras, forecasts, and weather alerts.

Scenario 1: The WeatherBug WS Request Is Not stored in our system.

In this scenario, the client wants to get a weather forecast for a specific location. WeatherBug, the provider, gives access to both REST and SOAP web services.

The request is received by the Requests & Responses Handler Module. This module checks if the wanted request is already saved in the system by sending the request to the Caching Module.

If not, the Requests & Responses Handler Module will forward the request to the QoS monitoring & Service discovery in order to find the cloud provider, then it will send the request to the QoS Analyzer.

The QoS Analyzer will analyze the cloud services and send the result to the Requests & Responses Handler Module.

Since this provider uses both SOAP and REST, there is no need to send the request to the SOAP Generator. The request is sent immediately to the Scheduler which will put the request in the queue and send it to the communication module.

The communication module will send the request to the WS provider in the cloud.

Once the response is received by the middleware via the HTTP Client module, it is sent to the Requests & Responses Handler Module.

Once the XML Parser extracts the needed data, it forwards the result to the Requests & Responses Handler Module.

The communication module sends the response to the Requests & Responses Handler Module. The QoS Analyzer will analyze the cloud services and send the result to the Requests & Responses Handler Module.

The optimized response is then sent to the Caching Module to be saved in the system repository.

The Requests & Responses Handler Module sends the optimized results to the client.

Scenario 2: WeatherBug WS Request Is Already stored in the system.

In this scenario, the client wants to get a weather forecast for a specific location. WeatherBug, the provider, gives access to both REST and SOAP web services.

The request is received by the Requests & Responses Handler Module. This module checks if the wanted request is already saved in our system by sending the request to the Caching Module.

If not, the Requests & Responses Handler Module will forward the request to the QoS monitoring & Service discovery in order to find the cloud provider, then it will send the request to the QoS Analyzer.

The QoS Analyzer will analyze the cloud services and send the result to the Requests & Responses Handler Module.

Since this provider uses both SOAP and REST, there is no need to send the request to the SOAP Generator. The request is sent immediately to the Scheduler which will put the request in the queue and send it to the communication module.

The communication module will send the request to the WS provider in the cloud.

Once the response is received by the middleware via the HTTP Client module, it is sent to the Requests & Responses Handler Module.

Once the XML Parser extracts the needed data, it forwards the result to the Requests & Responses Handler Module.

The communication module sends the response to the Requests & Responses Handler Module. The QoS Analyzer will analyze the cloud services and send the result to the Requests & Responses Handler Module.

The optimized response is then sent to the Caching Module to be saved in the system repository.

The Requests & Responses Handler Module sends the optimized results to the client.

Finally, the mobile client receives the response message via the Requests & Responses Handler Module.

Fig. 5 illustrates how the mobile client requests and consumes a WS from a service cloud provider. First, it starts with an HTTP GET request. Then, the middleware extracts the resource identifier from the URL path through the HTTP GET.
request. Next, the system performs the appropriate tasks according to the current situation.

V. ILLUSTRATIVE SCENARIO

Let us consider the following scenario that demonstrates the adaptation of the user context information. Mobile applications become sophisticated and mobile users use applications binding on cloud services such as audio or video streaming applications.

- The user starts the video streaming application, and requests a video from the cloud service provider.
- The device starts the service discovery using the 3G or other network bandwidth.
- In case of the bandwidth changes because of the mobility of the users:
  - The user will not get the expected QoS.
  - The binding cost remains the same since it is based on the primarily requested bandwidth.
  - User satisfaction won't be as expected, meaning it will be low.

Any changes at the level of the context parameter, for instance the bandwidth will push our middleware to search and bind to a service that will provide the suitable QoS level for the current context, and satisfy the user needs. And this will lead to the appropriate cost and charges which are proportional to the consumed bandwidth and the volume of the data transferred.

VI. CONCLUSION

As widely known, mobile devices are personal, portable, small and with different features. However, these devices have some restrictions, such as less process power and small bandwidth that do not allow them to satisfy from the wanted services in addition to the reason that most of services are designed for stationary clients. The growing success of mobile computing devices and networking technologies has pushed researchers for the investigation of new middleware that deal with mobile cloud computing challenges.

In this paper, we have highlighted the work that has been done in the field of distributed systems, and we have focused on presenting our middleware, its instantiated architecture along with its functionalities that are mainly: the adaptation of the services in order to fit the mobile devices, the context awareness, the mobility, and the interoperability.

The middleware behavior changes in the context of execution, therefore to achieve the best quality of service and optimal use of resources. We believe that research in the field of mobile computing middleware still faces many challenges such as security issues. Mobile devices are exposed to security attacks and security for mobile applications should be taken into consideration in the design of a mobile middleware system.
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