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Abstract—The unit root tests based on the robust estimator for the first-order autoregressive process are proposed and compared with the unit root tests based on the ordinary least squares (OLS) estimator. The percentiles of the null distributions of the unit root test are also reported. The empirical probabilities of Type I error and powers of the unit root tests are estimated via Monte Carlo simulation. Simulation results show that all unit root tests can control the probability of Type I error for all situations. The empirical power of the unit root tests based on the robust estimator are higher than the unit root tests based on the OLS estimator.
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I. INTRODUCTION

Hamilton [1] described the econometric applications for the first-order autoregressive process in time series analysis. He also discussed the necessity of using the unit root test in order to find the correct model for the nominal interest rate and real GNP of the United States from the period of 1947 to 1989. Hamilton [1] indicated that there are no guarantees in economic theory to suggest that nominal interest rates should exhibit a deterministic time trend, although the time series data display an upward trend over the sample data. Consequently, the model for these time series may be a random walk process without trend or a stationary process with a constant term. In order to answer this question, the unit root test can be applied to select between these two processes. The unit root test has drawn much attention over the past three decades, especially in economics and other related fields. Statisticians and econometricians are interested in the unit root test since economic time series data may be non-stationary. Contributions to the unit root literature include the works of Fuller [2], Dickey and Fuller [3], [4], Said and Dickey [5], [6], Phillips [7], Phillips and Perron [8], Hall [9], Pantula and Hall [10], Lucas [11], Park [12], Paparoditis and Politis [13], among others.

The first-order autoregressive process \( \{y_t, t=1,2,...,n\} \) denoted as AR (1) is given by

\[
y_t = \delta + \rho y_{t-1} + e_t, \tag{1}
\]

where \( \delta = \mu(1-\rho) \), \( \mu \) is the mean of the process, \( \rho \) is the autoregressive coefficient and \( e_t \) are a sequence of independent and identically random variables from a normal distribution with zero mean and variance \( \sigma^2_e \). Defining the AR polynomial by \( \rho(z) = 1 - \rho z \), we can rewrite the process as

\[
\rho(B)(y_t - \mu) = e_t,
\]

where \( B \) is the backward shift operator such that \( B^t y_t = y_{t-t} \). Equation (1) is called a stationary AR(1) process if and only if the root of the AR characteristic equation \( \rho(z) = 0 \) exceeds 1 in absolute value, i.e., \( |\rho| > 1 \), otherwise it is called a non-stationary or random walk process. In the case of a near non-stationary process, i.e., \( |\rho| \to 1 \), the mean and variance of this process change over time.

The null hypothesis; \( H_0 \) and the alternative hypothesis; \( H_a \) for the unit root tests are as follows:

\[
H_0 : \rho = 1 \text{ and } H_a : \rho < 1.
\]

A common feature of almost all unit root tests is that they make use of the ordinary least squares (OLS) estimator. Although the OLS estimator has asymptotic normality for \( |\rho| < 1 \) (see [14]; [15], it has long been known that the OLS estimator can have large bias and is sensitive to the occurrence of outliers in the data; see, for example, [16]-[18]. There have been useful improvements in parameter estimation so as to reduce the bias of the OLS estimator. Denby and Martin [19] presented the robust estimator for an autoregressive model. Gonzalez-Farias and Dickey [20] considered maximum likelihood (ML) estimation for the parameters of the autoregressive process and suggested tests for unit roots on the basis of these estimators. Park and Fuller [21] proposed the weighted symmetric estimator of an autoregressive parameter. Fuller [2] presented a modification of the weighted symmetric estimator. Shin and So [22] developed an adaptive maximum likelihood procedure. Guo [23] developed the simple and robust estimator for an AR(1) model. However, Guo [23] and others do not develop the testing for a unit root based on the robust estimator proposed by Guo [23]. Thus, the main objective of this paper is to develop a unit root test based on the estimator presented by Guo [23] and to evaluate the efficiency of the unit root test based on OLS estimator.

The organization of the paper is as follows. In the next section, we explain the details of the estimators and unit root tests. The performance of the unit root tests based on the robust estimator is examined and compared with those of the unit root tests based on the OLS estimator through Monte Carlo experiments in Section III. Section IV is devoted to conclusions.
II. DETAILED DESCRIPTION OF THE ESTIMATORS AND UNIT ROOT TESTS

The ordinary least square (OLS) estimator for \((\delta, \rho)\), can be obtained by regressing \(y_i\) on \(y_{i-1}\) as in (1). So, these estimators are given by

\[
\hat{\rho}_{\text{ols}} = \frac{\sum_{i=2}^{n} (y_{i-1} - \bar{y}_{i-1}) y_i}{\sum_{i=2}^{n} (y_{i-1} - \bar{y}_{i-1})^2},
\]

and

\[
\hat{\delta}_{\text{ols}} = \bar{y}_{(0)} - \hat{\rho}_{\text{ols}} \bar{y}_{(i-1)},
\]

where

\[
\bar{y}_{(0)} = (n-1) \sum_{i=2}^{n} y_i \quad \text{and} \quad \bar{y}_{(i-1)} = (n-1) \sum_{i=2}^{n} y_{i-1}.
\]

The simple and robust estimator of \(\rho\) is proposed by Guo [23], which is denoted by \(\hat{\rho}_r\). The robust estimator is defined as follows

\[
\hat{\rho}_r = \text{median}(a_i), \quad i = 2, 3, ..., n,
\]

where \(a_i = y_i / y_{i-1}\). Guo [23] also showed that the estimator \(\hat{\rho}_r\) is unbiased.

The Dickey and Fuller unit root tests associated with \(\hat{\rho}_{\text{ols}}\) are \(\hat{k}_{\text{ols}}\) and \(\hat{t}_{\text{ols}}\) where

\[
\hat{k}_{\text{ols}} = n(\hat{\rho}_{\text{ols}} - 1),
\]

and

\[
\hat{t}_{\text{ols}} = \left[ \hat{V}(\hat{\rho}_{\text{ols}}) \right]^{-1/2} (\hat{\rho}_{\text{ols}} - 1),
\]

and \(\hat{V}(\hat{\rho}_{\text{ols}})\) is the estimated variance of \(\hat{\rho}_{\text{ols}}\) defined as

\[
\hat{V}(\hat{\rho}_{\text{ols}}) = \frac{\hat{\sigma}_{\text{ols}}^2}{\sum_{i=2}^{n} (y_{i-1} - \bar{y}_{i-1})^2},
\]

where

\[
\hat{\sigma}_{\text{ols}}^2 = (n-3)^{-1} \sum_{i=2}^{n} (y_{i-1} - \hat{y}_i)^2, \quad \text{and} \quad \hat{y}_i = \hat{\delta}_{\text{ols}} + \hat{\rho}_{\text{ols}} y_{i-1}.
\]

Equivalent \(\hat{k}_{\text{ols}}\) and \(\hat{t}_{\text{ols}}\), unit root tests based on the robust estimator are \(\hat{k}_r\) and \(\hat{t}_r\) where

\[
\hat{k}_r = n(\hat{\rho}_r - 1),
\]

and

\[
\hat{t}_r = \left[ \hat{V}(\hat{\rho}_r) \right]^{-1/2} (\hat{\rho}_r - 1),
\]

and \(\hat{V}(\hat{\rho}_r)\) is the estimated variance of \(\hat{\rho}_r\) defined as

\[
\hat{V}(\hat{\rho}_r) = \frac{\hat{\sigma}_r^2}{\sum_{i=2}^{n} (y_{i-1} - \bar{y}_{i-1})^2},
\]

where

\[
\hat{\sigma}_r^2 = (n-3)^{-1} \sum_{i=2}^{n} (y_{i-1} - \hat{\bar{y}})^2, \quad \text{and} \quad \hat{\bar{y}} = \hat{\delta}_r + \hat{\rho}_r y_{i-1}.
\]

III. MONTE CARLO EXPERIMENTS

In this section, we describe the results of several Monte Carlo experiments carried out to evaluate the performance of the unit root tests, \(\hat{k}_{\text{ols}}, \hat{k}_r, \hat{t}_{\text{ols}}\) and \(\hat{t}_r\). The first-order
autoregressive process in (1) with parameters \((\mu, \sigma^2) = (0, 1)\) is generated under the null hypothesis \(H_0\) by setting \(y_0 \sim N\left(0, 1/(1-\rho^2)\right)\) and the initial one hundred observations are generated and discarded in order to eliminate the effect of the initial value. The scope of the simulations is set under the autoregressive parameter values \(\rho = 0.7, 0.8, 0.85, 0.9, 0.93, 0.95, 0.97, 0.98, 0.99\) and 1.00; the sample sizes \(n = 25, 50, 100\) and 250. The random variables \(e_t\) are generated from a normal distribution with a mean of zero and variance of one. Five hundred thousand time series were simulated by using R statistical software [24]. The significance levels \(\alpha\) for the unit root tests are equal to 0.05 and 0.10. The simulations compared the empirical probability of Type I error and power of the unit root tests. Simulation results are summarized in Tables III and IV.

### Table III

<table>
<thead>
<tr>
<th>(\alpha)</th>
<th>(n)</th>
<th>(\hat{\kappa}_{\text{rob}})</th>
<th>(\hat{\kappa}_r)</th>
<th>(\hat{\tau}_{\text{rob}})</th>
<th>(\hat{\tau}_r)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>25</td>
<td>0.0511</td>
<td>0.0498</td>
<td>0.0489</td>
<td>0.0490</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.0508</td>
<td>0.0487</td>
<td>0.0492</td>
<td>0.0498</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.0512</td>
<td>0.0498</td>
<td>0.0514</td>
<td>0.0508</td>
</tr>
<tr>
<td></td>
<td>250</td>
<td>0.0519</td>
<td>0.0505</td>
<td>0.0501</td>
<td>0.0491</td>
</tr>
<tr>
<td>0.10</td>
<td>25</td>
<td>0.1044</td>
<td>0.0999</td>
<td>0.1001</td>
<td>0.0996</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.1025</td>
<td>0.1013</td>
<td>0.1009</td>
<td>0.0973</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.1004</td>
<td>0.0978</td>
<td>0.1010</td>
<td>0.1013</td>
</tr>
<tr>
<td></td>
<td>250</td>
<td>0.1001</td>
<td>0.0982</td>
<td>0.1008</td>
<td>0.1000</td>
</tr>
</tbody>
</table>

We begin with the results for the probability of Type I error of the unit root test (Table III). Bradley’s [25] criterion was considered. This criterion is that if the empirical probability of Type I error of any unit root test is within the interval \(0.5\alpha\) and \(1.5\alpha\), then that unit root test can control the probability of Type I error. For the significance level \(\alpha = 0.05\), the empirical probability of Type I error should be between 0.025 and 0.075. It can be seen from Table III that all unit root tests can control the probability of Type I error for all sample sizes and all levels of significance. The empirical probability of Type I error for all unit root tests gets closer to the significance level with increasing sample sizes \(n\). This is intuitive in nature because as \(n\) increases it is possible to estimate the autoregressive coefficients more accurately. Table IV shows that the empirical power of the \(\hat{\kappa}_{\text{rob}}\) test is higher than the \(\hat{\kappa}_{\text{rob}}\) test. Furthermore, The \(\hat{\tau}_{\text{rob}}\) test provides the higher empirical power. Apart from that, the empirical power of the tests tends to increase as the sample size gets larger. On the other hand, the empirical power of the tests decreases when \(\rho\) approaches unity as the AR(1) process becomes less distinguishable from random walks.

### IV. Conclusions

This paper proposes new unit root tests based on the robust estimator of Guo [23]. The proposed testing for a unit root and the unit root test based on the ordinary least squares (OLS) estimator were studied and compared by examining the empirical probabilities of Type I error and powers of the tests. The tables of critical values for testing of the unit root are created by setting \(\rho = 1\). Based on simulation studies, all unit root tests can control the probability of Type I error for all situations. The empirical power of the unit root tests based on the robust estimator (\(\hat{\kappa}_{\text{rob}}\) and \(\hat{\tau}_{\text{rob}}\)) are higher than the unit root tests based on the OLS estimator (\(\hat{\kappa}_{\text{rob}}\) and \(\hat{\tau}_{\text{rob}}\)).
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