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Abstract—Travel demand forecasting including four travel choices, i.e., trip generation, trip distribution, modal split and traffic assignment constructs the core of transportation planning. In its current application, travel demand forecasting has associated with three important issues, i.e., interface inconsistencies among four travel choices, inefficiency of commonly used solution algorithms, and undesirable multiple path solutions. In this paper, each of the three issues is extensively elaborated. An ideal unified framework for the combined model consisting of the four travel choices and variable demand functions is also suggested. Then, a few remarks are provided in the end of the paper.
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I. INTRODUCTION

TRAVEL demand forecasting, the core of transportation planning, has been extensively studied for more than 60 years. A common practice adopts the so-called sequential demand forecasting procedure in which trip generation, trip distribution, modal split and traffic assignment are treated in a top-down sequential manner and sometimes with feedbacks [1]. Although this approach has been widely used, indeed there exist some drawbacks need to be improved. In the following sections, issues of interface inconsistencies among the sequential travel choices, inefficiency of commonly used solution algorithms, and undesired multiple path solutions, will be elaborately discussed in order.

II. INTERFACE INCONSISTENCIES AMONG SEQUENTIAL TRAVEL CHOICES

Four travel decisions, i.e., trip generation, trip distribution, modal split and traffic assignment must be dealt with in travel demand forecasting which in turn constructs the essential component in transportation planning. When a sequential travel demand forecasting procedure is adopted, the output from one travel decision would naturally become the input of its lower level travel choice submodule. For example, in the first submodule of trip generation, the inputs are travel times and the output is the number of generated trips, which in turn become the inputs to the second submodule of trip distribution. Similar input-output relationship applies to the last two submodules of modal split, and traffic assignment as well. When the last submodule, traffic assignment, has been successfully performed, “equilibrated” travel times would be yielded as the output, which unfortunately are hardly to be consistent with the previous inputs to the first submodule of trip generation, resulting in a phenomenon of internal inconsistencies in the sequential travel demand forecasting procedure. This inconsistent problem affects the precision of the solution to a great extent, and sometimes may even diverge.

To cope with the internal inconsistency problems, two strategies have been proposed in the past. The first strategy incorporates feedback steps into the sequential demand forecasting procedure with a hope that the final result will gradually converge from iteration to iteration. Bar-Gera and Boyce [2] have done extensive experiments on the sequential traffic demand forecasting with feedbacks. Their results showed that a pair of constant weights around (0.25, 0.75) between two consecutive iterations performs better than any other pairs of weight combinations and should be used for the future applications.

The second strategy adopts unified framework to treat two or more travel choices simultaneously, resulting in the combined models. In detail, centered on the traffic assignment, one or more other travel choices can be incorporated to form a combined model. The advantage of this approach is that the internal inconsistencies occurred between different submodules vanishes. However, the disadvantage is that the more submodels combined together, the higher difficulty would be encountered in both model formulation and problem solving. The earliest combined model appeared in the literature is the trip distribution and assignment problem [3]. Two algorithms, i.e., linearization method and partial linearization methods, are proposed for the optimal solution. According to the experimental results, the partial linearization method (aka Evans algorithm) performs better in terms of computation time. Unfortunately, even with the partial linearization method, its converging speed and degree of precision are not satisfactory for large scale problems. Other two dimensional [4]-[5] or three dimensional [6] combined models can be formulated by analogy. Recently, the most complicated combined model consisting of the four travel choices as well as variable demand functions has been formulated and can be regarded, by way of a suitable supernetwork representation, as an extended traffic assignment problem which can be easily solved by a nested solution algorithm embedding the FW algorithm [7]. Notice that FW algorithm is easy to understand but is relatively inefficient due to undesired zigzagging converging behavior. Therefore more efficient solution algorithms must be developed for practical applications. In a recent research, the above nested solution algorithm embedding B algorithm, instead of FW algorithm, has been applied to several larger networks and got satisfactory results [8].
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III. INEFFICIENCY OF COMMONLY USED SOLUTION ALGORITHM

The traffic assignment problem can be formulated as a quadratic optimization problem in which the objective function is nonlinear and the associated constraints are linear [9]. In the past, the traffic assignment problem is commonly solved using the Frank-and-Wolfe algorithm (FW) [10], also known as convex combinations method. Unfortunately, the FW method is slow and indeed hard to attain the required precision due to undesired zigzagging converging behavior. The results obtained are often imprecise especially for large networks and sometimes may lead to incorrect decisions.

To alleviate the zigzagging converging behavior of the FW method, a revision called the parallel tangent method (PARTAN) was developed. In addition, many path-based solution algorithms like gradient projection (GP) [11], disaggregate simplicial decomposition (DSD) [12], and aggregate simplicial decomposition (ASD) [13], have also been proposed. Though sufficient improvement over the FW method can be observed, however, these new methods are still inadequate in attaining sufficient precise solutions especially for large networks. In addition, for path-based solution algorithms the memory requirement for large networks can be large, which is of course prohibitive in reality. Therefore a new type of quick and precise solution algorithms, which take advantage of tree-like network structure, must be developed.

In the past two decades, several quick and precise solution algorithms such as traffic assignment by paired alternative segments (TAPAS) [14], B [15], linear user cost equilibrium (LUCE) [16], origin-based algorithm (OBA) [17] and projected gradient (PG) [18] algorithms have been developed and indeed are satisfactory in solving large scale traffic assignment problems in terms of computation time and memory requirement. One immediate question is raised: which of these quick and precise solution algorithms is most useful and should be chosen for (extended) traffic assignment problems? This question leads us to the discussion of another issue: undesired multiple path solutions.

IV. UNDESIRED MULTIPLE PATH SOLUTIONS

As aforementioned, the traffic assignment problem, or more generally the extended traffic assignment problem, can be formulated as a quadratic problem to which under certain regularity conditions a unique link-flow solution can be obtained. Unfortunately a unique link-flow pattern does not necessarily imply a unique path-flow pattern. According to the definitional relationship between link flows and path flows, a unique link flow pattern may associate with multiple path-flow solutions.

A unique path-flow solution, rather than multiple path-flow solutions, is indeed desired in transportation applications. Two possible applications pertaining to the unique path-flow solution are briefly discussed in the following. First, for travelers path information is more useful than link information in vehicle route guidance. In view of today’s advancement in the intelligent transportation systems (ITS), especially in the advanced transportation information systems (ATIS), on-line personalized and customized traffic information such as departure time and route choice is definitely needed. Without having unique path-flow solutions on hand, vehicle route guidance is hard to be realized. The second application has something to do with the network design problem. The most well-known network design problems in transportation are signal optimization and traffic assignment problem and origin-destination matrix estimation problem, both of which can be formulated as bi-level model. In the past, these two types of network design problems were generally solved by employing the implicit function theorem. This theorem, by way of variable perturbation [19], requires a path-flow solution in exploring the descent direction. As aforementioned, a unique link flow solution may associate with multiple path-flow solutions and different path-flow solution may in fact result in different converging behavior and, hence, different solutions. Therefore even if we can obtain a path flow solution using a path-based solution algorithm such as GP, how do we know the one obtained is the most reasonable path-flow pattern? This question has been resolved by a novel solution algorithm called TAPAS [14]. By introducing a flow proportionality principle, which is essentially a reminiscence of entropy maximization [2], [20], a unique path-flow solution can be obtained. The implication of flow proportionality is “no route will be left behind.” Of course, this property does not mean that every route should be used, since under the user equilibrium (UE) assumption [21] only least cost routes are used. So the assumption of proportionality requires that “no route should remain unused, unless there is a good reason.” A formal definition of proportionality is discussed in: [14], [20], [22]. Surprisingly, for any network configuration the path-flow solution obtained by TAPAS is unique.

Note that TAPAS is in the category of quick and precise solution algorithms and its computational efficiency has been proved and acknowledged in the literature [23]. Similar evidence can also be observed in a recent study on solving the doubly constrained distribution/assignment problem by TAPAS [8]. The superiority of TAPAS justifies its potential in solving large scale network problems.

V. AN IDEAL FRAMEWORK FOR THE FOUR-STEP COMBINED MODEL WITH VARIABLE DEMANDS AND ASSOCIATED SOLUTION ALGORITHM

So far we have elaborately discussed three important issues, i.e., interface inconsistencies, inefficiency of commonly used solution algorithms, and undesired multiple path solutions, in travel demand forecasting. Considering all these three issues together, one may be curious about what would be the ideal framework for the four-step combined model with variable demands and what would be the suitable solution algorithm? In the author’s opinion, the ideal framework and suitable solution algorithm should conform to the following two requirements:

1) The combined model approach is certainly superior to the corresponding sequential procedure for treating different travel choices, as internal inconsistency problem can be
avoided. Moreover, the combined model, via the so-called supernetwork representations [24], can be regarded as an extended traffic assignment problem, which is conceptually as easy as the traditional traffic assignment problem. As a consequence, any traffic assignment algorithm can be adopted for the combined models.

2) Suitable solution algorithms must be able to produce unique path-flow solution. In addition to quick, precise, mild memory requirement. This is because unique path-flow solution is critical in providing useful traffic information in vehicle route guidance and good search direction for solving the network design problem.

Taking these two essential requirements together, the reasonable choice among all the available solution algorithms for solving extended traffic assignment problems (resulted from the corresponding combined models) would be a nested solution algorithm embedding TAPAS. To illustrate, we take as an example the combined four-step choice model with variable demands (hereafter combined TO/TD/MC/TA/VD problem which is acronym for trip origin, trip distribution, mode choice, traffic assignment and variable demand). According to [7], [25], the corresponding combined model can be formulated as a quadratic optimization problem (cf. Appendix I) in which the objective function and constraints must take all four travel choice dimensions into consideration. This combined model is definitely more difficult than the traditional traffic assignment. Fortunately, it is not as difficult as it looks like. In fact, it can be regarded as an extended traffic assignment problem via the supernetwork representation, as follows.

\[ \text{min} \quad \sum_{r,s,m} f^{rs}_{mp} q^{rs}_m \quad \forall r, s, m \]

\[ + \sum_{s, m} q^{rs}_m = q^r \quad \forall r, s \]

\[ + \sum_{r, s} q^{rs} = q^s \quad \forall r, s \]

\[ + \sum_{r} q^r = q \]

\[ q + e = \bar{q}_{\text{max}} \]

where the feasible region \( \Omega \) is defined by the following constraints.

Flow conservation constraints:

\[ \sum_{r, s, m} f^{rs}_{mp} = q^{rs}_m \quad \forall r, s, m \]

Non-negativity constraints:

\[ f^{rs}_{mp} \geq 0 \quad \forall r, s, m, p \]

VI. CONCLUDING REMARKS

In this paper, we have discussed three important issues in travel demand forecasting. First, to avoid interface inconsistencies among four travel choices, the combined model approach is required. Second, to improve the computational efficiency, quick and precise solution algorithms such as TAPAS, LUCE, B, OBA, or PG should be adopted because combined models must be solved to a required precision level within an acceptable period of time. Third, in view of practical applications in transportation, a unique path-flow solution is needed. For the reader’s reference, the combined four-step choice model with variable demands and a nested solution algorithm are also provided. Note that though not mentioned in this paper, temporal dimension should be incorporated into the combined model which is certainly a subject worth exploring in the near future.

APPENDIX I

As an optimization model, the unified framework for the four-step combined model with variable demands must consist of an objective function and a feasible region that includes three types of constraints (i.e., flow conservation, non-negativity and definitional constraints).

\[ \min \quad \sum_{r,s,m} f^{rs}_{mp} q^{rs}_m \quad \forall r, s, m \]

\[ + \sum_{s, m} q^{rs}_m = q^r \quad \forall r, s \]

\[ + \sum_{r, s} q^{rs} = q^s \quad \forall r, s \]

\[ + \sum_{r} q^r = q \]

\[ q + e = \bar{q}_{\text{max}} \]

where the feasible region \( \Omega \) is defined by the following constraints.

Flow conservation constraints:

\[ \sum_{r, s, m} f^{rs}_{mp} = q^{rs}_m \quad \forall r, s, m \]

Non-negativity constraints:

\[ f^{rs}_{mp} \geq 0 \quad \forall r, s, m, p \]
Definitional constraints:

\[ x_{ad} = \sum_{l} \sum_{p} \left( q_{mp}^s \delta_{mlp}^s \right) \quad \forall m, l \]  \hfill (9)

\[ e_{mp}^r = \sum_{l} c_{mlp} s \delta_{mlp}^s \quad \forall r, s, m, p \]  \hfill (10)

where

- \( c_{mlp}^s \): the travel cost function associated with link \( l \) and mode \( m \)
- \( e_{mp}^r \): travel cost function that characterize mode choice for destination \( s \)
- \( c_{mp}^{s'} \): travel cost function that characterize destination \( s \) for mode \( m \)
- \( c_{r's'}^m \): travel cost function that characterizes trip generation for origin \( r \)
- \( c_{r's'r'}^m \): travel cost for link \( s'r' \) that connect origin \( r \) and destination \( s \)
- \( D^{-1}(q) \): the inverse demand function; equivalent to the excess demand function \( E(e) \)
- \( e \): the excess flow associated with the entire area,

\[ e = \bar{q}_{\text{max}} - q \]

- \( q^f \): the total OD trip rate from the entire area
- \( q^f_{r' \text{O'}} \): the total OD trip rate from origin \( r' \) flows on link \( r' \text{O'} \)
- \( q^{s'}_{r'} \): trip rate between origin \( r' \) and destination \( s' \); flows on link \( s'r' \)
- \( q^m_{r's'} \): the total flow by mode \( m \) between origin \( r \) and destination \( s \)
- \( q^m_{m} \): the total flow by mode \( m \) between origin \( r \) and destination \( s \); flows on link \( ms \)
- \( q^m_{m} \): the total flow by mode \( m \) between origin \( r \) and destination \( s \); flows on link \( sm \)
- \( \bar{q}_{\text{max}} \): the upper limit of total OD trip rate from the entire area
- \( \delta_{mlp}^s \): 1, if link \( l \) associated with mode \( m \) is on path \( p \) between O-D pair \( rs \)

Equation (1) defines the objective function by summing the integrals of link travel costs for all links, including real links for traffic assignment and virtual links for modal choice, trip distribution, trip origin as well as variable demand. (2) conserves flows for each O-D pair by mode \( m \). (3) conserves flows for each O-D pair \( (4) \) conserves flows for destination \( s \) by mode \( m \). (5) conserves flows for each origin \( r \). (6) conserves flows for the entire area \( (7) \) sets the upper limit of total traffic demand for the entire area. Equation (8) requires path flow associated with each mode and route be negative. Equations (9) and (10) are definitional constraints.

APPENDIX II

With the above description, we now proposed a nested solution algorithm that solves a series of combined travel choice models as follows:

Step 0. Input traffic data including upper limit of trips for the entire traffic area, traffic demand functions respectively for the entire traffic area, for each origin-destination pair, for each modes as well as link relevant data such as free flow link travel costs, link capacities and link cost functions.

Step 1. Solve the area-wide trip assignment problem with variable demand (ATO/VD) resulting in the trip rates for the entire area.

Step 2. Solve the trip origin and assignment (TO/TA) problem, resulting in trip rates for each origin.

Step 3. Solve the trip distribution and assignment (TD/TA) problem, resulting in O-D trip rates.

Step 4. Solve the modal split and assignment (MC/TA) problem, resulting in the O-D trip rates by mode.

Step 5. Solve the mode-specific traffic assignment problem.
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