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Abstract—The study investigated the implementation of the Neural Network (NN) techniques for prediction of the loading of Cu ions onto clinoptilolite. The experimental design using analysis of variance (ANOVA) was chosen for testing the adequacy of the Neural Network and for optimizing of the effective input parameters (pH, temperature and initial concentration). Feed forward, multi-layer perceptron (MLP) NN successfully tracked the non-linear behavior of the adsorption process versus the input parameters with mean squared error (MSE), correlation coefficient (R) and minimum squared error (MSRE) of 0.102, 0.998 and 0.004 respectively. The results showed that NN modeling techniques could effectively predict and simulate the highly complex system and non-linear process such as ion-exchange.
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I. INTRODUCTION

Heavy metals are common pollutants found in various mining and industrial discharges. As environmental regulations on heavy metals discharge are getting stricter and tighter, more efficient remediation methods for waste water are required [1], [2]. Ion-exchange process is one of the popular water treatments for water purification [3]. In order to improve the performance of ion-exchange process, optimization and analysis of the process should be accomplished. Modeling and simulation are tools to achieve the objectives. However modeling of a process covers a broad spectrum. At one extreme lie theoretical (or parametric) models based on fundamental knowledge of the process. These models are also called knowledge based models. At the other end lie empirical (or non-parametric) models which do not rely on the fundamental principles which governing the process. A large majority of modeling works on ion-exchange process are theoretical [4]. Most of these models are obviously derived from physical descriptions and understanding of ion-exchange process under the certain assumptions. These types of models are very useful for scale-up applications. However, as mentioned above, they are mathematically complex, computationally expensive and they ideally require a very detailed knowledge of the ion-exchange process. Due to complexity of the process, it is difficult to be modeled and simulated using conventional mathematical modeling. Neural Networks (NN) are now used in many areas of science and engineering and considered as promising tool because of their simplicity towards simulation, prediction and modeling [5].

The advantages of NN are that the mathematical description of the phenomena involved in the process is not required, less time for development than the traditional mathematical models and prediction ability with limited numbers of experiments [6]. Application of NN used to solve engineering processes has been reported in the literature [7]-[9]. However, few studies on applications of NN in physico-chemical wastewater treatment have been reported [10]-[12]. This paper presents the application of MLP Neural Network on the loading of Copper onto activated clinoptilolite. The NN modeling outputs were compared with the experimental data.

II. MATERIALS AND METHODS

A. Preparation of Clinoptilolite and Synthetic Solution

The clinoptilolite and synthetic solution used in this work were prepared as described by [13] and [14], respectively. The clinoptilolite was milled into powder with average particle sizes of approximately 75µm. The powder was then examined using an X-ray powder diffractometer (XRD), Philips X’pert Model 0993 and X-ray fluorescence spectroscopy (XRF), Phillips Magix Pro to determine its composition and its elemental composition, respectively. The solution of copper was prepared by dissolving CuSO₄·5H₂O in deionizer water at four different Cu²⁺ ion concentrations (100, 200, 300 and 500 mg/l). The experiments were conducted to determine the effects of pH (2, 3, 3.5 and 4) and temperature (30, 50, 70 and 90°C) on the loading % of Cu²⁺ by the clinoptilolite. In each case, 10 g of the treated clinoptilolite was mixed with one litre of synthetic wastewater solution and held in closed polyethylene flask at 90°C for 24 h. At the end of the treatment period, the ion-exchanger materials were then separated from solution sample by filtration. The sample solution of 40 ml was taken assayed using atomic adsorption spectroscopy (AAS), (Model Varian Spectra (20/20)) to determine the concentration of Cu²⁺ metals present in the solution. All the experimental analyses where conducted in triplicate and the results reported are the average deviation values of ± 0.002. The loading efficiency (%) was calculated as follows:

\[
\text{Loading} \% = \frac{(C_o - C_f) \times 100}{C_o}
\]  

(1)

where \(C_o\) and \(C_f\) are the initial and final ions concentrations of the solution, respectively.

B. Definition of the Neural Network Model

Neural network is known for their ability of learning, simulation and prediction of data. The multilayer feed-forward
network is a parallel interconnected structure consisting of input layer and includes independent variables, number of hidden layers and output layer [15]. In this work, a three-layered neural network with tangent sigmoid transfer function \((tansig)\) at hidden layer and a linear transfer function \((purelin)\) at output layer was used. The network consists of a large number of simple processing elements (neurons). These elements are commonly organized in layers and process data in the feed forward direction, i.e. from the network input to its output. Neurons are connected by weighted links which can be adapted during network training. The role of each single neuron is to sum the incoming signals, transform them according to its transfer function and either delivers the result to subsequent layers for further processing [16]. The experimental data were processed using Matlab V4.0 for NN and Design expect (6.0.6) mathematical software, for experimental design matrix and data analysis. A training set of ninety experimental data sets was selected to develop the NN model and was divided into input matrix \([p]\) and target matrix \([t]\). The input variables were pH, temperature and initial concentration. The corresponding Cu (II) loading efficiency \((\%)\) was used as a target. The experimental data were randomly divided into three subsets of training, validation and testing for developing NN model.

### III. RESULTS AND DISCUSSION

#### A. Neural Network Model

Five important aspects that must be determined in design procedure of NN are as follows [19]: (a) Data distribution in three subsets (training, validation and testing); (b) Selection of back propagation training algorithm and transfer function; (c) Selection of NN structure; (d) Selection of initial weights and (e) Testing the NN generalization.

1. **Data Distribution in Three Subsets (Training, Validation and Testing)**

The data sets were used to feed the optimized network in order to train, test and validate the model. During training, the output matrix is computed by a forward pass in which the input matrix is computed by a forward pass in which the input matrix is propagated forward through the network to compute the output value of each unit. The output matrix is then compared with the desired matrix which results into error, appropriate adjustment were made for each of the weights of the network. A regression analysis of the network response between NN outputs and the corresponding targets (experimental values). The best fit was correlation coefficient \((R^2)\) 0.999 and MSE 0.000365. This agrees well with the correlation coefficient reported in the literature [5], [15] and [16].

2. **Selection of Backpropagation Training Algorithm and Transfer Function**

Due to the convergence speed and the performance of network to find better solution, the Levenbort-Marquardt (LMA) training method was selected in this work as a proper training algorithm in agreement with the literature [17]. Different transfer functions were examined in each layer, separately and with respect to the mean squared error (MSE) of testing data, the proper transfer functions were chosen. MSE is calculated as follows:

\[
MSE = \frac{\sum_{N} (SP_{cal} - SP_{exp})^2}{N}
\]

where subscripts \(c_{al}\) and \(C_{exp}\) denote calculated and experimental values of scaled outputs (SP), respectively, \(N\) is the number of validation and training data. The most widely used criteria including MSE are 0.016, 0.150 and 0.434 for training, validation and testing data respectively; MSRE are 0.004, 0.001 and 0.010 for training, validation and testing data respectively and \(R\) is 0.998 for all.

\[
R = \sqrt{\frac{\sum_{N}(SP_{cal} - SP_{exp,ave}) (SP_{exp} - SP_{exp,ave})}{\sum_{N}(SP_{cal} - SP_{exp,ave})^2 \sum_{N}(SP_{exp} - SP_{exp,ave})^2}}
\]

3. **Selection of NN Structure**

NN structure has significant effects on the predicted results [17]. The optimal number of hidden layers and the optimal number of neurons in each layer are case dependent and there is no straightforward method for determination of them. The literature revealed that use of more than one hidden layer provided greater flexibility and enables the approximation of complex functions with fewer neurons [17]. Reference [18] found out that adding a second hidden layer improves the network prediction capability significantly without having any detrimental effects on the generalization of the testing data set. The optimal architecture of the NN model and its parameter variation were determined based on the minimum value of the MSE of the training and predicted set. In this work, the optimal NN structure was 3-11-1 with a MSE value of 0.000365 as found by Kabuba and Mulaba [4].

4. **Initial Weights**

The wrong choice of initial weights can lead to the local minimum values and therefore bad performance of the networks. In order to prevent these phenomena, 25 runs were performed using different random values of initial weights and the best training network was selected.

5. **Testing the NN Generalization**

The experimental design using analysis of variance (ANOVA) was chosen for testing the adequacy of the NN and for optimizing of the effective parameters. In Figs. 1-3 the generalization of NN is shown using 3D diagrams by plotting the predicted loading efficiency versus input variables.
The mechanism of ion-exchange of Cu$^{2+}$ onto the clinoptilolite surface reflects the nature of physicochemical interaction of the metal ions in the solution and the active sites of the clinoptilolite. There is a need to investigate the effect of pH and temperature on the Cu$^{2+}$ ion loading from the solution by clinoptilolite. As one can see in Fig. 1, effect of temperature and pH on the loading % was carried out as per the selected model with selected range of temperature (42.16–77.84°C) and pH (2.41-3.59) to investigate their combined effect on the system. The result in Fig. 1 shows that the loading was highest at pH 3.59 which correspond to the temperature of 42.16°C. Fig. 2 shows the mutual effect of concentration and temperature, loading was carried out as per the selected model with selected range of concentration and temperature to investigate their combined effect on the system. As seen in Fig. 2, the effect of temperature and initial concentration on the loading of Cu$^{2+}$ ion from the solution by clinoptilolite was carried out as per selected model with selected range of temperature (42.16-77.84°C) and initial concentration (0.84-2.26 mg/L) to investigate their combined effect on the system. Fig. 3 illustrates the effect of pH and initial concentration, combined effect of pH and initial concentration has been analyzed from the Box-Benken model as show in Figs. 1−3. It has been estimated that as concentration increases from 0.84 to 2.26 mg/L, keeping temperature constant, loading % decrease. Increasing in temperature is expected to increase the movement of cations, since at higher temperature electrostatic interaction becomes weaker with causes the ions to becomes smaller and promote the loading of the ions onto the surface of the clinoptilolite. It can be observed that loading of Cu$^{2+}$ ions increases with increase in temperature at different initial concentration. At the lower initial concentration of 084 mg/L, the loading % is 70.0001. Reference [19] reported that adsorption sites take up available metal more quickly at low concentrations. However, at high concentration, metals need to diffuse to the clinoptilolite surface by intraparticle diffusion and greatly hydrolyzed ion will diffuse at a slower rate because of the saturation of the active site available on the clinoptilolite for interaction with metal ions. It can be concluded that the loading efficiency decreases with increasing metal concentration in aqueous solutions. Based on developed NN model, the optimization of process variables was carried out in order to establish the optimal conditions that ensure the maximal loading efficiency.

IV. CONCLUSION

NN modeling was employed for prediction of the loading of Cu (II) onto clinoptilolite. A (3-11-1) feed forward NN model with a tangent sigmoid transfer function (tansig) at hidden layer with 11 neurons and a linear transfer function (purelin) at out layer was proposed to predict the efficiency of copper loading. The developed NN model showed a good prediction of the experimental data with a satisfactory result. NN predicted results are very close to the experimental results with $R^2 = 0.997$ and MSE = 0.000365. Analysis of the response surface showed that the experimental variables have significant effect on the loading %. NN successfully tracked the nonlinear behavior of removal versus pH, temperature, concentration with MSE, R and MSRE of 0.102, 0.998 and 0.004, respectively. Training of the NN was accomplished through the BP algorithm in MLP. NN modeling technique
was found to have favorable features such as efficiency, generalization and simplicity, which make it an attractive choice for modeling of highly complex system and non-linear process, such as ion loading on exchangers.
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