Abstract—Multi-component data envelopment analysis (MC-DEA) is a popular technique for measuring aggregate performance of the decision making units (DMUs) along with their components. However, the conventional MC-DEA is limited to crisp input and output data which may not always be available in exact form. In real life problems, data may be imprecise or fuzzy. Therefore, in this paper, we propose (i) a fuzzy MC-DEA (FMC-DEA) model in which shared and undesirable fuzzy resources are incorporated, (ii) the proposed FMC-DEA model is transformed into a pair of crisp models using $\alpha$-cut approach, (iii) fuzzy aggregate performance of a DMU and fuzzy efficiencies of components are defined to be fuzzy numbers, and (iv) a numerical example is illustrated to validate the proposed approach.
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I. INTRODUCTION

The data envelopment analysis (DEA) is a non-parametric technique for evaluating the relative efficiencies of decision making units (DMUs) with multiple inputs and outputs [1]. It has been applied to wide range of organizations such as banks, hospitals, schools, etc. However, in many real life instances, DMUs can be separated into different components, also known as decision making sub-units (DMSUs). A DMU with such structure is known as multi-component DMU. The study of the aggregate performance of multi-component DMUs along with their components is known as multi-component DEA (MC-DEA) [2]-[4]. The standard DEA and MC-DEA models are typically based on the assumption that inputs have to be minimized and outputs have to be maximized. However, undesired and shared resources can also be present in the production process which needs to be included while measuring aggregate and component-wise performances. Thus, in this study, both shared and undesirable resources are incorporated into the production process of MC-DEA.

The conventional MC-DEA is limited to crisp input and output data which may not always be available in exact form. In real life applications, data might be available in fuzzy or imprecise form. Therefore, in such situations, fuzzy MC-DEA (FMC-DEA) approach is more preferable as compared to traditional MC-DEA. In this paper, we extend traditional MC-DEA to FMC-DEA and propose FMC-DEA model. In order to evaluate fuzzy performance of DMUs along with their DMSUs in fuzzy environment, we use $\alpha$-cut approach to solve FMC-DEA model. Further, proposed methodology is illustrated with a numerical example.

The paper is organized as follows: Section II presents an overview of DEA and MC-DEA with shared and undesirable resources. Section III presents the proposed FMC-DEA model with shared and undesirable fuzzy resources followed by the methodology to solve it. A numerical illustration is presented in Section IV. Section V concludes the findings of our study.

II. DEA AND MULTI-COMPONENT DEA

A. DEA (Data Envelopment Analysis)

To describe DEA efficiency evaluation, assume that the performance of a set of $n$ homogeneous DMUs be measured. The performance of DMU$_i$ is characterized by a production process of $m$ inputs $x_{ik}$; $i = 1, ..., m$ to yield $s$ desirable outputs $y^d_{rk}$; $r = 1, 2, ..., s$ and $s$ undesirable outputs $y^u_{pk}$; $p = 1, 2, ..., s$. Assume that input-output data are positive. In DEA, the efficiency $E_i$ of DMU$_i$ in the presence of undesirable outputs is defined as

$$E_i = \left( \sum_{r=1}^{s} \frac{u^d_r y^d_{rk}}{\sum_{p=1}^{s} u^u_p y^u_{pk}} \right) / \sum_{i=1}^{n} v_i x_{ik}.$$

Then, the relative efficiency of DMU$_i$ is evaluated from the following mathematical model presented by Puri and Yadav [5]:

**Model - 1**

Max $E_i$

subject to  $0 \leq E_i \leq 1$, $\forall j = 1, ..., n$,

$u^d_r \geq \varepsilon \forall r$, $u^u_p \geq \varepsilon \forall p$, $v_i \geq \varepsilon \forall i$,

where $v_i$, $u^d_r$, and $u^u_p$ are the weights corresponding to the $i^{th}$ input, $r^{th}$ desirable output and $p^{th}$ undesirable output of DMU$_i$ respectively.

B. Multi-Component DEA with Shared and Undesirable Resources

Nomenclature: Let $n$: Number of DMUs, $d$: Number of DMSUs. For DMU$_i$ and $i = 1, 2, ..., d$, let

- $I_i$ : Number of shared inputs consumed by DMSU$_i$,
- $I_i$ : Number of external inputs consumed by DMSU$_i$,
- $K_i$ : Number of desirable outputs produced by DMSU$_i$. 
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\[ E_k^{(\alpha)} = \sum_{i=1}^{d} \frac{U_k^{(i)} Y_k^{(i)}(\alpha) X_k^{(i)}}{V_k^{(i)} X_k^{(i)}} + \sum_{i=1}^{d} \frac{V_k^{(i)} Y_k^{(i)}(\alpha) X_k^{(i)}}{V_k^{(i)} X_k^{(i)}} \]  

and

\[ E_k^{(i)} = \frac{U_k^{(i)} Y_k^{(i)}(\alpha) X_k^{(i)}}{V_k^{(i)} X_k^{(i)}} + \frac{V_k^{(i)} Y_k^{(i)}(\alpha) X_k^{(i)}}{V_k^{(i)} X_k^{(i)}} \text{ for } i = 1, 2, \ldots, d. \]

where \( U_k^{(i)} \), \( V_k^{(i)} \), \( Y_k^{(i)} \) and \( X_k^{(i)} \) are the vectors and 
\[
\alpha_k X_k^{(i)} = (\alpha_k x_k^{(i)}, \alpha_k x_k^{(i)}, \ldots, \alpha_k x_k^{(i)})^T.
\]

**Theorem 1.** \( E_k^{(\alpha)} \) is a convex combination of \( E_k^{(i)} \).

**Proof.** \( E_k^{(\alpha)} \) is a convex combination of \( E_k^{(i)} \) since

\[
E_k^{(\alpha)} = \sum_{i=1}^{d} \lambda_i E_k^{(i)}, \text{ where } \sum_{i=1}^{d} \lambda_i = 1.
\]

**Model - 2**

Max \( E_k^{(\alpha)} \)

subject to

\[ 0 \leq E_j^{(i)} \leq 1, \forall j = 1, 2, \ldots, n, \]

\[ 0 \leq E_j^{(i)} \leq 1, \forall i = 1, 2, \ldots, d; \forall j = 1, 2, \ldots, n, \]

\[ \sum_{i=1}^{d} \alpha_k x_k^{(i)} = 1, \forall t = 1, 2, \ldots, l^k, \]

\[ (U_k^{(i)}, V_k^{(i)}, Y_k^{(i)}, X_k^{(i)}) \in \Omega_1, V_k^{(i)} \in \Omega_2, Y_k^{(i)} \in \Omega_3, \forall i = 1, 2, \ldots, d; \]

\[ \alpha_k \in \Omega_4, \forall i = 1, 2, \ldots, d. \]

The sets \( \Omega_1, \Omega_2, \Omega_3 \) and \( \Omega_4 \) are assurance regions defined by any restrictions imposed on multipliers \[6\]. In Model-2, the constraints \( E_j^{(i)} \geq 0 \) \( (j = 1, 2, \ldots, n) \) are redundant and this can be shown by using (1) and the constraints \( E_j^{(i)} \geq 0 \) \( (i = 1, 2, \ldots, d; j = 1, 2, \ldots, n) \). From (1), we have \( E_k^{(\alpha)} = \sum_{i=1}^{d} \lambda_i E_k^{(i)} \geq 0 \) as \( E_k^{(i)} \geq 0 \) and \( \lambda_i \geq 0, \forall i. \) Therefore, Model-2 reduces to following model after removing the redundant constraints \( E_j^{(i)} \geq 0 \) \( \forall j \):

\[ E_k^{(\alpha)} = \sum_{i=1}^{d} \lambda_i E_k^{(i)} \geq 0 \]
Model - 3
Max \( E_i^{(a)} \)
subject to
\[
E_i^{(a)} \leq 1, \quad \forall j = 1, 2, \ldots, n,
\]
\[
0 \leq E_i^{(a)} \leq 1, \quad \forall i = 1, 2, \ldots, d; \quad \forall j = 1, 2, \ldots, n,
\]
\[
\sum_{i=1}^{d} \alpha_i^{d'} = 1, \quad \forall t = 1, 2, \ldots, I^S,
\]
\[
(U_k^{\alpha(i)}, \ U_k^{\beta(i)}) \in \Omega_1, \quad V_k^{\alpha(i)} \in \Omega_2, \quad V_k^{\beta(i)} \in \Omega_3, \quad \forall i = 1, 2, \ldots, d;
\]
\[
\alpha_i \in \Omega_4, \quad \forall i = 1, 2, \ldots, n.
\]
Model-3 is a fractional model and can be reduced to the linear form using Charnes-Cooper transformation [1] and the variable substitution: \( \alpha_i^{d'} = \frac{y_k^{\alpha(i)}}{y_k^{\beta(i)}}, \quad \forall t = 1, 2, \ldots, I^S, \quad \forall i : \)

Model - 4
Max \( E_i^{(a)} = \sum_{i=1}^{d} \sum_{r=1}^{K^F} u_k^{\alpha(i)} y_r^{\alpha(i)} - \sum_{i=1}^{d} \sum_{r=1}^{K^F} u_k^{\beta(i)} y_r^{\beta(i)} \)
subject to
\[
\sum_{i=1}^{d} \sum_{j=1}^{n} y_{ij}^{(i)} + \sum_{i=1}^{d} \sum_{j=1}^{n} z_{ij}^{(i)} = 1,
\]
\[
\sum_{i=1}^{d} \sum_{j=1}^{n} y_{ij}^{(i)} - \sum_{i=1}^{d} \sum_{j=1}^{n} z_{ij}^{(i)} - \sum_{i=1}^{d} \sum_{j=1}^{n} y_{ij}^{(i)} + \sum_{i=1}^{d} \sum_{j=1}^{n} z_{ij}^{(i)} = 0,
\]
\[
\sum_{i=1}^{d} \sum_{j=1}^{n} \sum_{r=1}^{K^F} \alpha_i^{d'} = 1, \quad \forall t = 1, 2, \ldots, I^S,
\]
\[
\left( \left( y_{ij}^{(i)}, y_{ij}^{(i)}, \ldots, y_{ij}^{(i)} \right), \left( z_{ij}^{(i)}, z_{ij}^{(i)}, \ldots, z_{ij}^{(i)} \right) \right) \in \Omega_2, \quad \forall i = 1, 2, \ldots, d;
\]
\[
\left( z_{ij}^{(i)}, z_{ij}^{(i)}, \ldots, z_{ij}^{(i)} \right) \in \Omega_3, \quad \forall i = 1, 2, \ldots, d;
\]
\[
(\alpha_i^{d'}, \alpha_i^{d'}, \ldots, \alpha_i^{d'}) \in \Omega_4, \quad \forall i = 1, 2, \ldots, d.
\]

The form of \( \Omega_1, \Omega_2 \) and \( \Omega_4 \) will depend upon the structure of \( \Omega_1, \Omega_2 \) and \( \Omega_4 \) respectively. The form of \( \Omega_2 \) depends upon how \( \Omega_1 \) and \( \Omega_4 \) are structured. The optimal objective function value of Model – 4 will give \( E_i^{(a)} \) for DMU_i and the optimal solution (weights) obtained from Model – 4 are used to evaluate \( E_i^{(a)}, E_i^{(a)}, \ldots, E_i^{(a)} \).

**Theorem 2.** A DMU_i is said to be overall efficient if and only if each DMSU of DMU_i is efficient. Equivalently \( E_i^{(a)} = 1 \) if and only if each \( E_i^{(a)} = 1 \) \( \forall i = 1, 2, \ldots, d \).

III. FUZZY MULTI-COMPONENT DEA

**A. Fuzzy MC-DEA with Shared and Undesirable Fuzzy Resources**

The production process of a fuzzy multi-component DMU_i is depicted in Fig. 2.

![Fig. 2 Multi-component DMU in fuzzy DEA](image)

**Nomenclature:** For DMU_i, let \( n \) : Number of DMUs, \( d \) : Number of DMSUs. For \( i = 1, 2, \ldots, d \), let
- \( I^S \) : Number of shared fuzzy inputs used by DMU_i.
- \( I^E \) : Number of external fuzzy inputs used by DMU_i.
- \( K^c \) : Number of desirable fuzzy outputs produced by DMU_i.
- \( K^x \) : Number of undesirable fuzzy outputs produced by DMU_i.
- \( \tilde{X}^E_k = (\tilde{x}_{i1}^E, \tilde{x}_{i2}^E, \ldots, \tilde{x}_{iK^c}^E) \) : Vector of shared fuzzy inputs.
- \( \tilde{X}^X_k = (\tilde{x}_{i1}^X, \tilde{x}_{i2}^X, \ldots, \tilde{x}_{iK^x}^X) \) : Vector of external fuzzy inputs consumed by DMU_i.
- \( \tilde{Y}^E_k = (\tilde{y}_{i1}^E, \tilde{y}_{i2}^E, \ldots, \tilde{y}_{iK^c}^E) \) : Vector of desirable fuzzy outputs produced by DMU_i.
- \( \tilde{Y}^X_k = (\tilde{y}_{i1}^X, \tilde{y}_{i2}^X, \ldots, \tilde{y}_{iK^x}^X) \) : Vector of undesirable fuzzy outputs produced by DMU_i.

Let \( \alpha^{d'} = (\alpha, \alpha, \ldots, \alpha) \) be the vector for DMSU_i. Let \( \alpha^{d'} \tilde{X}^S_k \) be the portion of \( I^S \) shared fuzzy input consumed by DMSU_i such that \( \sum_{i=1}^{d} \alpha = 1, \forall i \). Then, the fuzzy aggregate performance \( \tilde{E}_i^{(a)} \) and component-wise fuzzy efficiencies \( \tilde{E}_i^{(a)} \)'s are given by

\[
\tilde{E}_i^{(a)} = \frac{\sum_{i=1}^{d} u_i^{(a)} \tilde{x}_i^S + \sum_{i=1}^{d} u_i^{(a)} \tilde{x}_i^S}{\sum_{i=1}^{d} \tilde{y}_i^{(a)} \tilde{X}_i^S + \sum_{i=1}^{d} \tilde{Y}_i^{(a)} \tilde{X}_i^S}, \quad i = 1, 2, \ldots, d.
\]
where $U_{k}^{(0)}, U_{k}^{(i)}, V_{k}^{(i)}$ and $V_{k}^{(i)}$ are the vectors and $\alpha_{\alpha} X_{k}^{x} = (\alpha_{\alpha} X_{k}^{x})_{1}, (\alpha_{\alpha} X_{k}^{x})_{2}, \ldots, (\alpha_{\alpha} X_{k}^{x})_{y_{k}}$. To derive $\tilde{E}_{k}^{(a)}$, $\tilde{E}_{k}^{(b)}$, $\tilde{E}_{k}^{(c)}$, ..., $\tilde{E}_{k}^{(a)}$, we solve the following mathematical model:

**Model - 5**

Max $\tilde{E}_{k}^{(a)} = \sum_{i=1}^{d} \sum_{j=1}^{l} \alpha_{\alpha}^{(i)} x_{ij}^{(i)} - \sum_{i=1}^{d} \sum_{p=1}^{K} \gamma_{ik}^{(p)} y_{ik}^{(p)}$

subject to $\sum_{i=1}^{d} \sum_{j=1}^{l} \alpha_{\alpha}^{(i)} x_{ij}^{(i)} + \sum_{i=1}^{d} \sum_{j=1}^{l} \gamma_{ik}^{(p)} y_{ik}^{(p)} = 1,$

$\sum_{i=1}^{d} \sum_{j=1}^{l} \alpha_{\alpha}^{(i)} x_{ij}^{(i)} - \sum_{i=1}^{d} \sum_{j=1}^{l} \gamma_{ik}^{(p)} y_{ik}^{(p)} \leq 0, \forall j = 1, 2, \ldots, n,$

$\sum_{i=1}^{d} \sum_{j=1}^{l} \alpha_{\alpha}^{(i)} x_{ij}^{(i)} \geq 0, \forall i = 1, 2, \ldots, d; \forall j = 1, 2, \ldots, n,$

$\alpha_{\alpha}^{(i)} \in [0, 1]$, $\forall i = 1, 2, \ldots, d.$

Let $\tilde{E}_{k}^{(a)}$ be a fuzzy number with membership function $\mu_{\tilde{E}_{k}^{(a)}}$. The $\alpha$-cuts of $\tilde{E}_{k}^{(a)}, \tilde{E}_{k}^{(b)}, \tilde{E}_{k}^{(c)}$ and $\tilde{E}_{k}^{(a)}$ are respectively defined as

$$(\tilde{E}_{k}^{(a)})_{\alpha} = \{x_{ik}^{(a)} \in S(\tilde{x}_{ik}^{(a)}) | \mu_{\tilde{x}_{ik}^{(a)}}(x_{ik}^{(a)}) \geq \alpha\} = \{x_{ik}^{(a)} \in S(\tilde{x}_{ik}^{(a)}) | \mu_{\tilde{x}_{ik}^{(a)}}(x_{ik}^{(a)}) \geq \alpha\}$$

$$(\tilde{E}_{k}^{(b)})_{\alpha} = \{y_{ik}^{(b)} \in S(\tilde{y}_{ik}^{(b)}) | \mu_{\tilde{y}_{ik}^{(b)}}(y_{ik}^{(b)}) \geq \alpha\} = \{y_{ik}^{(b)} \in S(\tilde{y}_{ik}^{(b)}) | \mu_{\tilde{y}_{ik}^{(b)}}(y_{ik}^{(b)}) \geq \alpha\}$$

where $\alpha \in (0,1]$. Further, FMC-DEA model can easily be transformed into a pair of crisp models by using $\alpha$-cuts given in (2), (3), (4) and (5). Since the input-output data are in terms of fuzzy numbers, $\tilde{E}_{k}^{(a)}$ should also be a fuzzy number. Let $\tilde{E}_{k}^{(a)}$ be a fuzzy number with membership function $\mu_{\tilde{E}_{k}^{(a)}}$. Let $S(\tilde{E}_{k}^{(a)})$ be the support of $\tilde{E}_{k}^{(a)}$ given by $S(\tilde{E}_{k}^{(a)}) = \{E_{k}^{(a)} | \mu_{\tilde{E}_{k}^{(a)}}(E_{k}^{(a)}) > 0\}$. The $\alpha$-cut of $\tilde{E}_{k}^{(a)}$ is denoted by $\tilde{E}_{k}^{(a)}$, $\forall \alpha \in (0,1]$ and is defined as

$$\tilde{E}_{k}^{(a)} = \{E_{k}^{(a)} \in S(\tilde{E}_{k}^{(a)}) | \mu_{\tilde{E}_{k}^{(a)}}(E_{k}^{(a)}) \geq \alpha\} = \{E_{k}^{(a)} \in S(\tilde{E}_{k}^{(a)}) | \mu_{\tilde{E}_{k}^{(a)}}(E_{k}^{(a)}) \geq \alpha\}$$

where $\alpha \in (0,1]$. Further, for finding ‘minimum aggregate efficiency’ of a targeted DMU, we use (i) lower bound desirable outputs for each DMSU of the targeted DMU and upper bound desirable outputs for each DMSU of the other DMUs, (ii) upper bound
undesirable outputs for each DMSU\(i\) of the targeted DMU and lower bound undesirable outputs for each DMSU, of the other DMUs, (iii) upper bound inputs (external and shared) for each DMSU, of the targeted DMU and lower bound inputs (external and shared) for each DMSU, of the other DMUs. For finding ‘maximum aggregate efficiency’ of a targeted DMU, we use (i) upper bound desirable outputs for each DMSU, of the targeted DMU and lower bound desirable outputs for each DMSU, of the other DMUs. For finding ‘maximum aggregate efficiency’ of a targeted DMU, we use (i) upper bound desirable outputs for each DMSU, of the targeted DMU and lower bound undesirable outputs for each DMSU, of the other DMUs.

**Model - 6a**

\[
\begin{align*}
\text{Max } & E^{(a)}_k = \sum_{i=1}^{K^E} \sum_{j=1}^{j^E} u^g(i) y^g(i) - \sum_{i=1}^{K^E} \sum_{j=1}^{j^E} u^h(i) y^h(i) \\
\text{subject to } & \sum_{i=1}^{K^E} \sum_{j=1}^{j^E} u^g(i) y^g(i) - \sum_{i=1}^{K^E} \sum_{j=1}^{j^E} u^h(i) y^h(i) - \sum_{i=1}^{K^E} \sum_{j=1}^{j^E} \sum_{k=1}^{K^E} z^S(i) x^S_k \leq 0, \forall j
\end{align*}
\]

**Model - 6b**

\[
\begin{align*}
\left( E^{(a)}_k \right)_u &= \min \left( \left( \alpha^{(a)}_k \right)_u \right) \\
\left( E^{(a)}_k \right)_v &= \max \left( \left( \alpha^{(a)}_k \right)_v \right)
\]

Thus, Models-6a and 6b reduce to the following models:
Model - 7a
\[
\left( E^{(a)}_i \right)_a = \text{Max} \quad \frac{d}{r} \sum_{j=1}^{d} \sum_{i=1}^{r} u^{(d)}_i (y^{(d)}_i)^l - \frac{d}{r} \sum_{j=1}^{d} \sum_{i=1}^{r} v^{(d)}_i (x^{(d)}_i)^l \\
\text{subject to} \quad \sum_{j=1}^{d} \sum_{i=1}^{r} v^{(d)}_i (x^{(d)}_i)^l - \sum_{j=1}^{d} \sum_{i=1}^{r} u^{(d)}_i (y^{(d)}_i)^l - \sum_{j=1}^{d} \sum_{i=1}^{r} v^{(d)}_i (x^{(d)}_i)^l \\
- \sum_{j=1}^{d} \sum_{i=1}^{r} \bar{v}^{(d)}_i (x^{(d)}_i)^l \leq 0,
\]

Model - 7b
\[
\left( E^{(a)}_i \right)_a = \text{Max} \quad \frac{d}{r} \sum_{j=1}^{d} \sum_{i=1}^{r} u^{(d)}_i (y^{(d)}_i)^l - \frac{d}{r} \sum_{j=1}^{d} \sum_{i=1}^{r} v^{(d)}_i (x^{(d)}_i)^l \\
\text{subject to} \quad \sum_{j=1}^{d} \sum_{i=1}^{r} v^{(d)}_i (x^{(d)}_i)^l - \sum_{j=1}^{d} \sum_{i=1}^{r} u^{(d)}_i (y^{(d)}_i)^l - \sum_{j=1}^{d} \sum_{i=1}^{r} v^{(d)}_i (x^{(d)}_i)^l \\
- \sum_{j=1}^{d} \sum_{i=1}^{r} \bar{v}^{(d)}_i (x^{(d)}_i)^l \leq 0,
\]
The sets of intervals \( \{(E_{k})^{U}_{i,\alpha}, (E_{k})^{L}_{i,\alpha}\} \) reveal the shape of \( \mu_{E_{k}^{U}}(\cdot) \), although the exact form of membership function is not known explicitly \([8]\). If fuzzy inputs and outputs are taken as TFNs, \( \mu_{E_{k}^{U}}(\cdot) \) can be approximated by the triangular membership function. Thus, the fuzzy efficiency \( \hat{E}_{k}^{U} \) can be defined as:

Definition 2. The fuzzy aggregate efficiency \( \hat{E}_{k}^{U} \) of DMU\(_{k}\) is defined by its \( \alpha \)-cut \( (E_{k})^{U}_{i,\alpha} = [(E_{k})^{U}_{i,\alpha}, (E_{k})^{L}_{i,\alpha}] \), \( \alpha \in (0,1] \), where \( (E_{k})^{U}_{i,\alpha} \) and \( (E_{k})^{L}_{i,\alpha} \) are obtained from the optimal values of Model-7a and 7b respectively.

Definition 3. The fuzzy efficiency \( \hat{E}_{k}^{U}(i) \) of DMSU\(_{i}\) for DMU\(_{k}\) is defined by its \( \alpha \)-cut \( (E_{k})^{U}_{i,\alpha} = [(E_{k})^{U}_{i,\alpha}, (E_{k})^{L}_{i,\alpha}] \), \( \alpha \in (0,1] \), where \( (E_{k})^{U}_{i,\alpha} \) and \( (E_{k})^{L}_{i,\alpha} \) are obtained from the optimal solutions of Model-7a and 7b respectively and are given by

\[
(E_{k})^{U}_{i,\alpha} = \sum_{j=1}^{K_{y}} u_{i,k}^{y_{j},\alpha} (y_{j}^{i,\alpha})^{U} - \sum_{j=1}^{K_{x}} v_{i,k}^{x_{j},\alpha} (y_{j}^{i,\alpha})^{U} \quad \forall i
\]

\[
(E_{k})^{L}_{i,\alpha} = \sum_{j=1}^{K_{y}} u_{i,k}^{y_{j},\alpha} (y_{j}^{i,\alpha})^{L} - \sum_{j=1}^{K_{x}} v_{i,k}^{x_{j},\alpha} (y_{j}^{i,\alpha})^{L} \quad \forall i
\]

where \( (u_{i,k}^{y_{j},\alpha}, u_{i,k}^{y_{j},\alpha}, \ldots, u_{i,k}^{y_{j},\alpha}, u_{i,k}^{y_{j},\alpha}, u_{i,k}^{y_{j},\alpha}, u_{i,k}^{y_{j},\alpha}, \ldots, u_{i,k}^{y_{j},\alpha}, u_{i,k}^{y_{j},\alpha}, u_{i,k}^{y_{j},\alpha}) \) and \( (v_{i,k}^{x_{j},\alpha}, v_{i,k}^{x_{j},\alpha}, \ldots, v_{i,k}^{x_{j},\alpha}, v_{i,k}^{x_{j},\alpha}, v_{i,k}^{x_{j},\alpha}, v_{i,k}^{x_{j},\alpha}, \ldots, v_{i,k}^{x_{j},\alpha}, v_{i,k}^{x_{j},\alpha}, v_{i,k}^{x_{j},\alpha}) \) are the optimal solutions of Model-7a and 7b respectively.

Definition 4. A DMSU\(_{i}\) is said to be overall efficient in FMC-DEA if each DMSU\(_{j}\) of DMU\(_{k}\) is efficient. Equivalently, \( (E_{k})^{U}_{i,\alpha} = (E_{k})^{L}_{i,\alpha} = 1 \) \( \forall \alpha \in (0,1] \) if each \( (E_{k})^{U}_{i,\alpha} = (E_{k})^{L}_{i,\alpha} = 1 \) \( \forall i = 1,2, \ldots \), \( \forall \alpha \in (0,1] \).

IV. NUMERICAL ILLUSTRATION

To ensure the validity of the proposed methodology, we provide a numerical illustration. Consider a multi-component assessment problem of four DMUs in fuzzy environment. Each DMU consists of two DMSUs. The DMSU\(_{1}\) consumes two external and one shared fuzzy inputs to produce one desirable and one undesirable fuzzy outputs. The DMSU\(_{2}\) consumes one external and one shared fuzzy inputs to produce two desirable and one undesirable fuzzy outputs. The data of DMSUs for external input, desirable and undesirable outputs are shown in Table I. The data for shared input is shown in Table II. The \( \alpha \)-cuts \( (E_{k})^{U}_{i,\alpha} \) and \( (E_{k})^{L}_{i,\alpha} \), \( \alpha \in (0,1] \), \( \forall i = 1,2 \) of aggregate fuzzy performance and component’s fuzzy efficiencies of the four DMUs are evaluated by executing MATLAB programs of Models-7a and 7b at different values of \( \alpha \). The results are shown in Table III.

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>EXTERNAL INPUT AND OUTPUT DATA FOR DMSU(<em>{1}) AND DMSU(</em>{2})</th>
</tr>
</thead>
<tbody>
<tr>
<td>DMU</td>
<td>( z_{m}^{U1} )</td>
</tr>
<tr>
<td>1</td>
<td>(240,252,5,255)</td>
</tr>
<tr>
<td>2</td>
<td>(145,149,77,152)</td>
</tr>
<tr>
<td>3</td>
<td>(87,90,19,92)</td>
</tr>
<tr>
<td>4</td>
<td>(63,67,18,69,5)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE II</th>
<th>SHARED INPUT DATA FOR EACH DMU</th>
</tr>
</thead>
<tbody>
<tr>
<td>DMU</td>
<td>( S_{s} )</td>
</tr>
<tr>
<td>1</td>
<td>(2240, 2250, 2255)</td>
</tr>
<tr>
<td>2</td>
<td>(2134, 2143, 2149)</td>
</tr>
<tr>
<td>3</td>
<td>(1376, 1382, 1390)</td>
</tr>
<tr>
<td>4</td>
<td>(2387, 2398, 2406)</td>
</tr>
</tbody>
</table>

The graphical representations of fuzzy aggregate efficiencies \( \hat{E}_{k}^{U} \) are shown in Fig. 3 along with the fuzzy efficiencies \( \hat{E}_{k}^{U}(i) \) of each DMSU. It indicates that \( \hat{E}_{k}^{U} \) and \( \hat{E}_{k}^{U}(i) \) are fuzzy numbers. Also shape of the membership functions of \( \hat{E}_{k}^{U} \) and \( \hat{E}_{k}^{U}(i) \) can be approximated as triangular membership functions. Carefully observing Fig. 3, we can see that only DMU\(_{j}\) is overall efficient using Definition 4. The DMUs 1\(^{st}\), 2\(^{nd}\) and 4\(^{th}\) are said to be FMC-DEA inefficient DMUs. The DMU\(_{j}\) is efficient in case of DMSU\(_{j}\) but inefficient in DMSU\(_{2}\). Thus, it is inefficient in terms of aggregate performance. Similar is the case with DMU\(_{2}\).

V. CONCLUSION

In this paper, we have extended MC-DEA with shared and undesirable resources to fuzzy environments as the precise input and output data are not always available in real life applications. We have proposed the FMC-DEA model and methodology to transform it into the crisp models by using \( \alpha \)-cut approach. The proposed methodology can easily be implemented to real life problems. The obtained fuzzy aggregate efficiencies and the fuzzy efficiencies of each component provide additional information to the planners and policy makers which help them to deal with uncertainties in real life problems.
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Fig. 3 Shape of membership functions of $\tilde{E}_a^{(1)}$ and $\tilde{E}_a^{(2)}$. 
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