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Abstract—In this paper, the potential security issues brought by the virtualization of a Software Defined Networks (SDN) would be analyzed. The virtualization of SDN is achieved by FlowVisor (FV). With FV, a physical network is divided into multiple isolated logical networks while the underlying resources are still shared by different slices (isolated logical networks). However, along with the benefits brought by network virtualization, it also presents some issues regarding security. By examining security issues existing in an OpenFlow network, which uses FlowVisor to slice it into multiple virtual networks, we hope we can get some significant results and also can get further discussions among the security of SDN virtualization.
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I. INTRODUCTION

FlowVisor is a network slicer [1] that acts as a transparent proxy between OpenFlow switches and controllers, which enables multiple tenants to share physical infrastructure. FlowVisor creates rich slices of network resources and delegate control of each slice to a different controller. By applying slicing policy on the entire network, it is useful to make different controllers with different responsibility to manage a big network. FlowVisor sits between controllers and switches, forwarding messages to the right controllers and helping control over slices according to slicing policies [2]. FlowVisor is a transparent layer between controllers and switches. From the controller’s point of view, a FlowVisor behaves like a switch; and from the switch’s point of view, it is like a controller. FlowVisor ensures that each controller touches only the switches and resources assigned to it. By pointing out this, those threats existing in ordinary SDN networks are still considered as the security issues after virtualization.

The architecture of the SDN after applying FlowVisor is shown as Fig. 1. [1] FlowVisor sits between the OpenFlow controllers and switches. It configures the entire network into different slices according to the slice policy of different controller. The resources that can be isolated in FlowVisor are bandwidth, topology, traffic, switch CPU and forwarding table. The aforementioned infrastructure and resources are sliced into abstracted units by FlowVisor. FlowVisor operates as a transparent proxy controller between the physical switches of an OpenFlow network and other OpenFlow controllers and enables multiple controllers to operate the same physical infrastructure. The SDN network with FlowVisor consists of the following four main components: 1) Guest controller, 2) Slice policy, 3) Control messages sent to switch, 4) Asynchronous messages to controller. The slice policy provides the method to isolate the network. With the aforementioned features, the advantages of FlowVisor summarized as [3]: Multi-tenancy; Better resource utilization; Simplified management; Rapid/Isolated service development. However, potential threats come along with those benefits cannot be ignored.

II. VULNERABILITY ANALYSIS

FlowVisor is a solution proposed to make the network management more effective and efficient. Also the cross-slice threat can be addressed by applying appropriate slicing policy. However, if FlowVisor is made use of by attackers, it will lead to disaster in the entire network.

Some of the potential threats are depicted in Fig. 2. In this section, we will discuss the detail about the possible threats and corresponding solutions.

A. Inference between Controller and Switch

FlowVisor provides various isolation mechanism to slice physical network from different dimensions; however, it does not implement action isolation, which is first analyzed in the prototype FITS [4]. This means that what kinds of actions that can be set on a flow entry are not well defined. Victor [4] proposed three possible threats that are related with the header fields’ modification.

Possible solutions are developing a priority mechanism to set controllers with different access privileges; and a well-defined slice policy is needed.
B. Denial of Service (DoS)

DoS is a prevalent network security issue, thus it is also a potential threat even in SDN with the use of FlowVisor [5], [6]. By generating DoS in FlowVisor, attackers are able to destroy the slicing policy performed in SDN network. The result may lead to different slices intervened by each other.

The solutions for this issue are as following. Rate limitation should be set both on controllers and switches; use FlowVisor to create a virtual black hole, like Cisco’s interface null0, which can be used to suck in all malicious traffic.

C. Network-Wide Invariants

A network should be secure to forwarding loops and black holes in order to be steady. These were analyzed by Marco et al. that there is a forwarding loop if a packet goes through any given <switch-id, in_port> more than once. And a network is free from black holes if no packets are dropped in the network [7].

A prototype named VeriFlow was proposed by Ahmed et al. to check network-wide invariants [8].

D. Interference between Flow Spaces

A Flow space is a set of policies that describe the flow entries controlled by a particular controller. Since the flow tables of switches are shared by different controllers, the isolation mechanism may be violated if a Flow space belongs to Controller 1 is intervened by others, such as the rules maintained by Controller 1 can be modified by Controller 2. This threat will destroy the isolation mechanism of FlowVisor. A scenario is shown as Fig.3.

III. INTERFERENCE TESTING

A. Attack Simulation

In this section, a flow space overlap in FlowVisor is tested. As the Fig. 3 describes, two flow spaces added by administrator may intersect with each other in the match fields, which is able to make controller 1 intervenes the traffic of controller 2. In this example, the match fields specified by flow space 1 include that in flow space 2 (x=1, y=2 is a subset of x=1, y=2, z=3).

When a host intends to send a packet to another host, if there is not a corresponding rule inside switch’s flow table to direct this packet; then a Package_In event will be thrown from switch to controller to request for the commands. When a FlowVisor is included in the network, the request from switch will reach at FlowVisor first, and FlowVisor forwards the request to its controlling controller. After controller makes the decision to deal with the request, a Packet_Out event will be thrown to FlowVisor and then be forwarded to switch.

In the first case, a Package_In message with the header x=1, y=2 comes. This message would be forwarded to controller 1 by FlowVisor to request how to deal with this packet and then a new rule with match fields specify x=1, y=2, z=*, and actions is inserted into switch flow table. The labels from 1 to 5 indicate this procedure. When another Package_In message with the header x=1, y=2, z=3 comes. When this message arrives at switch 1, according to the previously installed rule, this packet will take the actions specified by that rule. It means slice 1 controls the traffic of slice 2. This is one of the interference that is possible to take place if flow space configuration is not implemented appropriately.

B. Threats and Solutions

The cases discussed above illustrated part of the potential vulnerability when FlowVisor is introduced into OpenFlow. FlowVisor is implemented to achieve network virtualization in SDN, so that production network and testing network work perfectly without interference. However, FlowVisor itself provides a tempting target for hackers, because FlowVisor acts both as a controller and a slicer in SDN, if it is down, the whole network is compromised. When referring to network security, CIA, which stands for confidentiality, integrity and availability, should be addressed. The prevention and detection of this kind of issue is vital in order to achieve a secure SDN network.
A possible strategy is to add an additional event handling mechanism in FlowVisor. The main concept is that a new_insert event will be thrown when adding a new flow space. When receiving the event, the event handler will check if there is overlap of flow spaces.

The possible strategies here to check the overlap of flow spaces mentioned above is shown as Fig.4. It means every time when a new flow space is added, the script below will be triggered to go through the existing flow spaces list and each flow space in the list will be compared with the new flow space. If there is an overlap, it is the network administrator’s duty to make a decision either rewriting the existing flow space or giving up the new flow space.

```java
//function used to check if there is a flow space overlap //Input: array of flow spaces //Output: if there will be flow spaces overlap, give a prompt to administrator asking for //decision: rewrite or quit.
function checkOverlap(Array<FlowSpace> flows, FlowSpace newFlow)
START:
foreach flow in flows:
    if(newFlow ∩ flow ≠ ∅):
        prompt: rewrite or quit
        break;
end if
end foreach
END
```

Fig.4 Function for checking flow space overlapping

Fig. 5 Controller 1 interferences controller 2

C. Evaluation

In this section, the experimentation we achieved in previous section is shown. The diamond topology was implemented in our testing, and it was sliced into an upper slice and a lower slice with two of the switches shared in difference slices. After the slicing policy was done by “fvctl” commands, we used “pingall” command to test the reachability between all pairs of hosts, which was shown in Fig. 5. After slicing, only hosts in the same slice are reachable from one to another.

More flow spaces were added to make flow space overlapping. In our case, the newly added flow spaces would be the same as previously added flow spaces while also specifying the communication protocols used when sending packets and assigned to the other controller. The result was that the first controller would take care of the requests that should have been responded by the second controller, which was illustrated below in Fig. 5.

IV. FUTURE WORK

We have simulated a port based slicing policy and a possible strategy is proposed. In the future, we will make effort to implement this solution and have the performance been tested. Moreover, we will slice the network according to other slicing policies and try to figure out potential threats existing in a SDN network with FlowVisor, come up with solutions corresponding.

In the future, we plan to implement a network slicing experimentation by FlowVisor to validate the feasibility of aforementioned threats as well as to explore more possible vulnerabilities in OpenFlow with FlowVisor in depth.

V. CONCLUSION

In this paper, we focus on the security issues on SDN virtualization. We have explored and analyzed potential attacks possibilities and possible defense strategy. Our work was based on a switch ports slicing. If ports belong to different slices and the flow spaces configuration is not proper, it is very likely that a cross-slices threat will take place. And we figured out an event handling mechanism in FlowVisor to avoid flow spaces overlapping. As mentioned in the last section, in the future, we will dedicate to employing the strategy we proposed in FlowVisor. Moreover, we will try to implement other slicing policy based on VLAN ID and other slicing mechanism and try to explore the potential vulnerability and try to make SND network more secure
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