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Abstract—Recently GPS data is used in a lot of studies to automatically reconstruct travel patterns for trip survey. The aim is to minimize the use of questionnaire surveys and travel diaries so as to reduce their negative effects. In this paper data acquired from GPS and accelerometer embedded in smart phones is utilized to predict the mode of transportation used by the phone carrier. For prediction, Support Vector Machine (SVM) and Adaptive boosting (AdaBoost) are employed. Moreover a unique method to improve the prediction results from these algorithms is also proposed. Results suggest that the prediction accuracy of AdaBoost after improvement is relatively better than the rest.
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I. INTRODUCTION

DATA acquired from travel surveys provide basic information for the traffic modelling, service optimization and routing. This is immensely valuable for traffic planners, transportation authorities, public transport providers and researchers. Conventional data collection methods for travel surveys comprise telephone interviews, personal interviews, travel diaries, mail-back or web-based questionnaires, traffic counting on cross sections or intersections as well as analyses of transport schedule inquires. When collecting data on a large scale, most of these methods are expensive and time consuming. Consequently the update frequency of the data is very low. Moreover, nonresponse issues and underreported trips are well-known problems in surveys [1]-[3].

The second half of 1990s witnessed the introduction of Global Positioning System (GPS) devices to supplement the measurement of personal travel. One of the first household surveys employing GPS was conducted in 1997 in Austin, Texas, followed by many studies conducted to examine the application of GPS to determine travel behaviour [4]-[9]. These studies aim at determining the possibility of GPS device, combined with Global Information Systems (GIS), to replace or supplement conventional methods. Devices are either wearable or mounted in private vehicles. Common problems with GPS are loss of signal in underground facilities, high energy consumption and the willingness of users carrying the device.

The growing popularity of smartphones opens up novel opportunities for collecting data for travel surveys. Mobile phones have been studied in [10] for locating the positioning of the user for the purpose of tracking individual travel behaviour. Work reported in [11] proposes a method for assessing route choice models from smartphone GPS data, achieving reasonable results. Work presented in [12] proposes a method to automatically reconstruct trips in travel surveys using the data from the accelerometer sensor and GPS embedded in the smartphones.

Besides a GSM/UMTS module, modern smartphones are equipped with Assisted-GPS, wireless LAN and embedded sensors such as accelerometers, magnetometers or gyroscopes. This provides a high number of data sources, which can be intelligently engaged for identifying mobility behaviour.

This paper presents a novel approach to employ the embedded sensors of smartphones for detecting the individual mobility behaviour. For this purpose supervised learning algorithms like Support Vector Machines (SVM) and Adaptive boosting or AdaBoost are applied.

III. DATA COLLECTION

A. Cities Surveyed

This study comprises of the data collected from three Japanese cities namely Niigata, Gifu and Matsuyama. Fig. 1 shows the locations of the three cities with reference to the location of Tokyo.

Niigata is a coastal city facing the Sea of Japan and the Sado Island. It is the capital and the most populous city of Niigata prefecture. The city includes of a number of wetlands. In the west of Tokyo lies the Gifu prefecture, having a capital with the same name. The area varies from buildup city center to orchards in the surrounding regions.

Further south west of Gifu is the Ehime prefecture on the island of Shikoku. Its capital is Matsuyama. In addition to railway lines, Matsuyama also houses tram lines.

Population of each city (as reported in 2010 census) is given in Table I [13].

Niigata and Matsuyama both feature a humid subtropical climate. Gifu city experiences a wide range of weather throughout the year. The comparison of average temperature and precipitation during the survey months, among the three cities is summarized in Fig. 2 [14].

B. Data Description

The data collected can be classified into two categories, Location Data and Trip Data. Location data comprised of features extracted from accelerometer and GPS whereas trip data contained travel activity information. Table II shows the
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contents of both types of data.

C. Data Collection Method

Location data was recorded using BCALs (Behavioral Context Addressable Loggers in the Shell) [15] or smartphones. BCALs are purpose-built devices equipped with accelerometer and GPS in addition to other sensors. Nowadays smartphones have both of these sensors integrated in them; therefore they can serve the same purpose as BCALs.

Trip data was logged using activity diaries or by the help of simple software in the smartphones. The respondents can select the mode of transportation used for the trip from within the software and start the trip. After reaching the destination the trip can be stopped and hence the activity can be recorded in the phone.

D. Amount of Data

The surveys were conducted during Jan to Feb 2011 in Niigata, Dec 2010 to Jan 2011 in Gifu and Nov 2010 to Jan 2011 in Matsuyama. Table III gives the amount of raw and processed data (discussed later in section V. Pre-Processing) used in this study. Moreover the distribution of processed data with respect to the mode of transportation is also shown in the table.

IV. Elementary Analysis

A. GPS Data

Using GPS, the location of the respondent is recorded after every 1 minute. Hence the distance covered per minute can be assessed. This feature can help distinguish among different modes of transportation. Fig. 3 shows a part of the trip done by a respondent in Niigata city. The person walked from point A to F after which he used car from point F to K. The points are taken approximately 10 minutes apart to clarify the picture. It can be observed that the two modes can easily be separated based on the distance covered from point to point.
B. Accelerometer Data

The accelerometer sensor integrated in the smart phone calculates and records the acceleration along X, Y and Z directions. These accelerations can also assist in determining the mode of transportation used. Fig. 4 shows the variation of average resultant acceleration along the same route (A-K).

It is evident from Fig. 4 that some pattern exists among the modes when it comes to acceleration.

Therefore this study used the patterns present within the GPS data and accelerometer data in order to determine and distinguish the modes.

V. PRE-PROCESSING

A. Mode Assignment

Before assigning the mode of transportation used, the location data for each city was scanned for any redundant entries, with reference to the trip data. Afterwards using the departure and arrival times listed in the trip data, the relevant data sets in the location data were assigned the corresponding mode of transportation. The data sets which were left unassigned were deleted.

B. Learning and Test Data

After assigning the mode of transportation to location data, it was used to generate learning data and test data.

Learning data was formed by randomly selecting some number of data sets for each mode. Random sampling with equal amount of data for each mode has resulted in better accuracy than complete random sampling. Due to the low amount of train data for Niigata city, the learning data was taken as 0.5% of the total data. For other cities approximately 1% of total data was used.

Test data contained all the data sets available, including the learning data. 13 features (mentioned in Table II) were selected to be used for prediction. In case of binary classifier, the learning data was reproduced into 4 files so that each file contained one distinct mode while the rest were renamed as “Other”.

VI. METHODOLOGY

A. Support Vector Machine

The first choice for this type of classification problem was Support Vector Machine (SVM). SVM was trained by using the learning data for each city. After the training phase, the algorithm was used to predict the mode of transportation for the test data.

B. Adaptive Boosting

Next Adaptive Boosting or AdaBoost was employed. It was used in two ways as shown in Figs. 5 (a), (b).

Firstly AdaBoost was trained for one mode (as it is a binary classifier) and then used to predict the test data. For example the mode was “Train” then the prediction resulted in “Train” and “Other”. Further the algorithm was trained for the second mode and prediction was done on the data sets predicted as “Other” from the first step. This procedure continued for all four modes. Consequently a small amount of test data predicted as “Other” remained in the end. SVM was used to predict this data.

In the second method, AdaBoost algorithm was trained for each mode separately but the prediction was done for the entire test data. The prediction results were analyzed and the data sets having only one mode predicted were assigned that mode. Rest all were assigned as “Other”. The whole procedure was repeated for the remaining test data assigned as “Other”. In the end SVM was used to finish off the task.
C. Prediction Improvement

The prediction results, acquired by the application of SVM alone and by AdaBoost along with SVM, were further improved by adopting a simple method. By applying conditions on user ID, measurement date and measurement time, the data was divided into a number of trips. The mode is expected to remain same throughout one trip, so in light of this hypothesis the statistical mode of the results was determined for each trip and was then assigned to the respective trip.

VII. RESULTS & DISCUSSION

The prediction results acquired for the three cities, by applying the methodology discussed, are summarized in Table IV. The results suggest that the method of prediction improvement has a positive influence on the outcomes. Moreover the application of AdaBoost proved to be better than SVM alone. If the two methods of AdaBoost application are investigated then the second method involving repetition yielded comparatively better prediction results.

When cities are compared, Niigata gives the best results followed by Gifu and then Matsuyama. This might be because of difference in infrastructure, climate change and variation in technologies introduced. Although Niigata has the highest population among the three cities compared and the precipitation level is also very high, yet the prediction results are much better, partly due to moderate climate present during the survey.

VIII. CONCLUSION

From the results it is evident that determination of transportation mode is indeed very much possible by using GPS and accelerometer data. Although the prediction accuracy is different for each city yet this study can be considered as one step closer to the realization of the commercial use of smart phones in the transportation planning sector. Smart phones provide an immense opportunity to be utilized for trip reconstruction in travel surveys and studies like the one presented here, provide a means to achieve that goal.

The prediction accuracy is limited by the ambiguity of the features used in the prediction as well as the capacity of the algorithms employed. Therefore results can be further improved by including more features into the analysis and by introducing them to better learning algorithms.
TABLE IV  
**RESULTS OF PREDICTION ACCURACY**

<table>
<thead>
<tr>
<th>City</th>
<th>Mode</th>
<th>Normal</th>
<th>Improved</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>svm</td>
<td>AdaBoost (1)*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AdaBoost (1)*</td>
<td>AdaBoost (2)*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Niigata</td>
<td>Walk</td>
<td>81.77 %</td>
<td>81.76 %</td>
</tr>
<tr>
<td></td>
<td>Bicycle</td>
<td>71.53 %</td>
<td>86.43 %</td>
</tr>
<tr>
<td></td>
<td>Car</td>
<td>64.67 %</td>
<td>74.83 %</td>
</tr>
<tr>
<td></td>
<td>Train</td>
<td>93.88 %</td>
<td>97.18 %</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>77.05 %</td>
<td>79.99 %</td>
</tr>
<tr>
<td>Gifu</td>
<td>Walk</td>
<td>64.46 %</td>
<td>67.44 %</td>
</tr>
<tr>
<td></td>
<td>Bicycle</td>
<td>72.09 %</td>
<td>73.89 %</td>
</tr>
<tr>
<td></td>
<td>Car</td>
<td>68.65 %</td>
<td>75.84 %</td>
</tr>
<tr>
<td></td>
<td>Train</td>
<td>87.5 %</td>
<td>96.91 %</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>66.9 %</td>
<td>70.72 %</td>
</tr>
<tr>
<td>Matsuyama</td>
<td>Walk</td>
<td>67.75 %</td>
<td>68.65 %</td>
</tr>
<tr>
<td></td>
<td>Bicycle</td>
<td>59.65 %</td>
<td>62.64 %</td>
</tr>
<tr>
<td></td>
<td>Car</td>
<td>44.63 %</td>
<td>57.93 %</td>
</tr>
<tr>
<td></td>
<td>Train</td>
<td>60.53 %</td>
<td>67.2 %</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>60.18 %</td>
<td>65.04 %</td>
</tr>
</tbody>
</table>

*1 and 2 depicts the method used for the application of AdaBoost
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