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Abstract—A method is proposed for stable detection of seismoacoustic sources in C-OTDR systems that guarantee given upper bounds for probabilities of type I and type II errors. Properties of the proposed method are rigorously proved. The results of practical applications of the proposed method in a real C-OTDR-system are presented.
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I. INTRODUCTION

APPLICATION of the C-OTDR (Coherent Optical Time Domain Reflectometer) technology to solve complex problems of remote monitoring of extended objects is currently being evaluated as a very promising approach [1]-[4]. In particular, this technology can be effectively used to monitor oil and gas pipelines, controlling technological processes and identifying unauthorized activities in close proximity of the monitored objects [3]. The core of the C-OTDR technology is the principle of highest vibrosensitivity of the single-mode optical fiber carrying a coherent infrared energy flow, which is injected into the fiber using a pulsed semiconductor laser [2]. The main item of the C-OTDR technology is a comprehensive analysis of Rayleigh backscattered radiation characteristics, which transforms into an energetically weakened pulse and propagates constantly in the direction opposite to the direction of a pulsed laser flow. The reflected signal is created by the presence of static impurities in the optical fiber body and defects in the microstructure [1].

The reflection is realized by a well-studied mechanism of elastic scattering of a Rayleigh type. There are thousands of Rayleigh scattering centers per one millimeter of fiber. Signals scattered by the centers coherently and randomly interfere with each other, forming so-called speckle patterns. Speckle patterns corresponding to different sections of the optical fibers are recorded and accumulated in the data center. The slight change of the reflectance index value of the fiber, which occurred in a particular place, radically changes the speckle pattern corresponding exactly to this place of the fiber. These changes are reliably detected by the data center.

The local changes in refractive index occur under the impact of temperature or due to mechanical action on the optical fiber. These changes are reliably detected by the data center. For the convenience of data processing, the entire OS length is broken to successive portions (sites) each has length around 10-15 m. The data from those sites is processed separately. These sites will be called C-OTDR channels or just channels. Comprehensive analysis of the dynamic changes of speckle structures in each channel allows us to determine the type of SEV, which was detected in the channel. Determining the type of SAE is one of the main challenges for C-OTDR systems. However, in any case, the detection stage preceded the classification stage. At the stage of detection the SEV a practically reasonable values of the upper bounds for errors of I type and the errors of II type should be provided. The values of these boundaries are selected based on the requirements for effectiveness of the monitoring process, which should guarantee the necessary reliability when detecting SAE.

Described in the report the SAE detection algorithm guarantees the upper bounds for the probability of errors of the first and the second kinds. The proposed algorithm has been successfully tested in real conditions of the functioning of C-OTDR system, which was designed to monitor the ballast of railway tracks.

II. STATEMENT OF THE PROBLEM

A. Channel Structure of the C-OTDR System

Indexes of channels C-OTDR system in conjunction form a set \( Z = \{1, 2, \ldots \} \). In every channel \( f \in Z \) is observed the intensity of the speckle-structure \( S_f(t) \) as a function of the time. Every channel represents the sector of OS of length N.
meters. Coordinates of every channel \( j \in \mathbb{Z} \) are fully defined by the coordinates of its beginning \( b(j) \) and ending \( e(j) \) points. The 2-tuple \((b(j), e(j))\) is called boundaries (start and end) of the channel \( j \). If two channels match at least one of the boundaries, these channels are called adjacent. A group of adjacent channels (GAC) is the set of channels, each of which is adjacent to at least one of the GAC. The boundaries of all channels are given and form the tuple \( \mathbf{X}(\mathbf{Z}) = \{ x_1, x_2, \ldots \} \). For \( j \)-th channel we have \((b(j), e(j)) = \langle \langle \mathbf{X}(\mathbf{Z}) \rangle, \langle \mathbf{X}(\mathbf{Z}) \rangle \rangle \), here \( \langle \mathbf{X} \rangle \) is \( j \)-th component of the tuple \( \mathbf{X}(\mathbf{Z}) \). Seismoacoustic wave propagating from SAE, reaches a certain GAC with delays those are proportional distance from the location of the SAE to a particular channel of GAC. The specific composition of GAC determined by the location SAE, its energetic power, distance of up to OS, as well as the parameters of the wave propagation medium. We call the GAC, which turned out under the influence by the seismoacoustic waves from SAE, the detecting GAC or DGAC.

Observations are made at successive times, which form a set \( T = \{ t_1, t_2, \ldots \} \), \( \forall i > 0 : t_i - t_{i-1} = \Delta t > 0 \). Thus, the observations are form the following sets \( S_j = \{ S_j(t) | t \in T \} \), \( j \in \text{DGAC} \). All channel and inter-channel statistics are defined on the intervals of duration \( \Delta \). Every of those intervals contain \( z \) of the discrete observations.

Specificity of the modern C-OTDR monitoring systems is such that any two channels are statistically independent only if no SAE, the elastic vibration from which affects the speckle patterns of these channels simultaneously. If such the SAE exist, those channels become statistically dependent. In this case we can speak about a group of SAE, seismoacoustic waves from which will affect the OS channels simultaneously and compositionally. Obviously, the observations of any two channels of the DGAC are statistically dependent. We call the area the sensitivity of the C-OTDR system the area \( \Omega \) which situated in vicinity of OS and with the appearance inside which one or a group of SAE, the observations \( S_j, j \in \text{DGAC} \) of the appropriate DGAC will be abruptly change their statistical characteristics. In other words, observations \( S_j, j \in \text{DGAC} \) will are mutually dependent after appearance inside \( \Omega \) one or a group of SAE.

B. Designations
- \( \tau \) is the moment of abrupt change of the observations distributions, which happened because of appearance the SAE in \( \Omega \); actually, \( \tau \) is a point of appearance the signals from the SAE in DGAC or change-point moment;
- hypothesis \( H_0 \): in the region \( \Omega \) do not SAE (background model);
- hypothesis \( H_1 \): in the region \( \Omega \) is at least one SAE (signaling model);
- \( \alpha \in [0, 1] \) is a predetermined upper bound for the probability of making type I errors;
- \( \beta \in [0, 1] \) is a predetermined upper bound for the probability of making type II errors;
- \( \Delta(t) = [t - \tau, t] \) is the interval for calculation of the speckle-structures statistical characteristics (speckle-metrics), where \( z \) is the number of the discrete observations inside of the interval \( \Delta(t) \); during monitoring the interval \( \Delta(t) \) is shifted by an amount \( \Delta t \) along the time axis \( T \);
- \( \tilde{S}_j(t, t + z) = \{ S_j(t), S_j(t + 1), \ldots, S_j(t + z) \} \subseteq S_j; \)
- \( \overline{S}_j(t, t + 1) = \sum_{t \in T} S_j(t - t) \); \( \tilde{S}_j(t, t + 1) = \sum_{t \in T} S_j(t) - S_j(t - t) \);
- \( S_j(t, z, \delta) = \tilde{S}_j(t, t + z) \overline{S}_j(t + \delta, t + z + \delta); \)
- \( r_{\alpha/1}^{\beta/1} (t, t + z | \delta) = \sum_{t \in T} \left( \tilde{S}_j(t) - \overline{S}_j(t, t + z) \right) \left( \tilde{S}_j(t + \delta, t + z + \delta) \overline{S}_j(t + \delta, z + \delta) \right); \)
- \( \Sigma(\mathbf{Z}) = \bigcup_{j \in \text{DGAC}} S_j; \)
- \( \rho(t \mid \Sigma(\mathbf{Z}), \Delta(t)) \subseteq \mathbb{R} \) is some stochastic function, which we will call the signaling function; this function is defined on the interval \( \Delta(t) \) and depends on the \( \Sigma(\mathbf{Z}) \) so that:

\[
E(\rho(t \mid \cdot) | H_0) = 0, \ E(\rho(t \mid \cdot) | H_1) > 0, \ E(\rho(t \mid \cdot) | H_1) < \infty.
\]

C. Requirements for the Decision Procedure

Watching \( S_j = \{ S_j(t) | t \in T \} \), \( j \in \mathbb{Z} \), need to define a decision function \( W(t, z, \rho, \alpha, \beta) \in [0, 1] \), that depends on the \( \rho \), \( \Delta(t) = [t - \tau, t] \) and on the parameters \( \alpha, \beta \) such that
- \( P[W(t, z, \rho, \alpha, \beta) = 1 \mid \tau \notin [t - \tau, t]] \leq \beta, \)
- \( P[W(t, z, \rho, \alpha, \beta) = 0 \mid \tau \notin [t - \tau, t]] \leq \alpha. \)

Thus, it has been tested interval estimation of the change-point \( \tau \) (the moment of the appearance the SAE in \( \Omega \)). The solution should guarantee the predetermined upper bounds for the probabilities of making type I (\( \alpha \)) and type II (\( \beta \)) errors. In this formulation, the problem of detection SAE reduces to problem of interval estimation of change-point.

III. SELECTING A ROBUST SIGNALLING FUNCTION \( \rho \)

By definition the signaling function \( \rho(t \mid \Sigma(\mathbf{Z}), \Delta(t)) \) abruptly changes its average value (towards increase) at the
moment \( \tau \). It’s desirable to the probability distribution of the \( \rho \) had been robust to outliers in the observations \( \Sigma(Z) \). By the condition of the problem statement, vectors \( \tilde{S}_i(t, t + z) \), \( \tilde{S}_i(t + \delta, t + z + \delta) \) satisfy the conditions of Theorem 8.1[5], p.204, if \( t + z + \delta < \tau \). Following this theorem, 
\[
\forall_{i,j} \left\{ E\left(r^{(\alpha)}_i(t, t + z | \delta)\right) = 0, E\left(r^{(\beta)}_i(t, t + z | \delta)\right) = \frac{1}{(z-1)} \right\},
\]
As the problem statement dictates we can use the following function as a signaling one:
\[
\rho(t | \Sigma(Z), \Lambda(t)) = \sup_{i,j \in DGAC} \left[ \sup_s \left( r^{(\alpha)}_i(t, t + z | \delta) \right) \right].
\]

However, this function is not robust to the statistical anomalies of observations. The robust estimates of the correlation coefficient were considered in [4]-[7]. Specifically, if the classical Spearman rank correlation between \( u \) uses some \( \tilde{S}_i(\cdot), v(\tilde{S}_i(\cdot)) \), which were calculated from \( \tilde{S}_i(\cdot), \tilde{S}_i(\cdot) \) respectively, according to the following five rules:

1) \( u = \Psi(\tilde{S}_i(\cdot)), v = \Xi(\tilde{S}_i(\cdot)) \);
2) \( \Psi, \Xi \) commute with permutations of the components of \( \tilde{S}_i(\cdot), u \) and of \( \tilde{S}_i(\cdot), v \);
3) \( \Psi, \Xi \) preserve a monotone ordering of the components of \( \tilde{S}_i(\cdot), \tilde{S}_i(\cdot) \);
4) \( \Psi = \Xi \);
5) \( \forall a > 0, \forall b, \exists a > 0, \forall b, \forall x \Psi(ax + b) = a\Psi(x) + b \).

In the following two examples [5] all five requirements hold:

1. the classical Spearman rank correlation between \( \tilde{S}_i(\cdot) \) and \( \tilde{S}_i(\cdot) \);
2. the quadrant correlation between \( \tilde{S}_i(\cdot) \) and \( \tilde{S}_i(\cdot) \).

If the \( r^{(\alpha)} \) or \( r^{(\beta)} \) was calculated by means of the classical Spearman rank, we will denote this as \( r^{(\alpha)}_r(t, t + z | \delta) \). And if the \( r^{(\alpha)} \) or \( r^{(\beta)} \) was calculated using the quadrant correlation, we will use the following notation \( r^{(\alpha)}_q(t, t + z | \delta) \). Both of them \( r^{(\alpha)}_r(t, t + z | \delta) \) and \( r^{(\alpha)}_q(t, t + z | \delta) \) are robust to the statistical anomalies of observations. Therefore, the corresponding signaling functions
\[
\rho_q(t | \Sigma(Z), \Lambda(t)) = \sup_{i,j \in DGAC} \left[ \sup_s \left( r^{(\alpha)}_q(t, t + z | \delta) \right) \right]
\]
and
\[
\rho_r(t | \Sigma(Z), \Lambda(t)) = \sup_{i,j \in DGAC} \left[ \sup_s \left( r^{(\alpha)}_r(t, t + z | \delta) \right) \right]
\]

are robust too. It easy to see:
\[
\forall t < \tau : \left[ E\rho_q(t | \cdot) = 0, E\rho_r(t | \cdot) = 1/(z-1) \right] \tag{2}
\]

Thus, functions \( \rho_q \) and \( \rho_r \) may be used as robust signaling functions (RSF). The RSF will denote as \( \rho_{rs} \in \{ \rho_r, \rho_q \} \).

IV. GUARANTEED DETECTION METHOD OF THE SAE

As it follows from (2), until the moment \( \tau \) the expectation of the RSF is zero. Under influence of elastic vibrations from SAE, expectation of the RSF abruptly changes towards increase, because the observations at once several channels of DGAC become statistically dependent. In other words, at the moment \( \tau \) the model of RSF will get change-point of its probabilistic properties compared with the background model \( H_0 \). Let us describe the method for interval estimation of the moment \( \tau \).

Remark 1. If \( W(t, z, \rho, \alpha, \beta) = 1 \) the \( [t-\tau, t] \) will be confidence interval for moment \( \tau \). In the case of realization the event \( W(t, z, \rho, \alpha, \beta) = 1 \) decision will be taken that \( \tau \in [t-\tau, t] \).

Essentially - it is a fact of detection SAE. And it is guaranteed the predetermined upper bounds for the probabilities of making type I (\( \alpha \)) and type II (\( \beta \)) errors.

Properties of the proposed method are described in the following theorem:

Theorem 1. Let
1. \( \exists C > 1 : \text{Var}(\rho_{rh} (t | \Sigma(Z), \Lambda(t))) \leq C^{-z} \); 
2. \( \exists \theta > 0 : \inf_{t \in [t-\tau, t]} E\rho_{rh} (t | \Sigma(Z), \Lambda(t)) \geq \theta \); 
3. \( W(t, z, \rho, \alpha, \beta) = \begin{cases} 1, & \text{if } \rho_{rh} (t | \Sigma(Z), \Lambda(t)) \geq \theta \; b \\ 0, & \text{if } \rho_{rh} (t | \Sigma(Z), \Lambda(t)) \leq \theta \; b \end{cases} \)

Here
\[
\beta_h = \left( \frac{\alpha}{\beta C} \right)^{1/z} \left( 1 - \left( \frac{\alpha}{\beta C} \right)^{1/z} \right)^{-1}.
\]

Then, if \( z = 1 + \frac{C^z}{\theta^z} \leq \frac{2C}{\theta^z} + \frac{1}{\theta \; \beta} \), the following statements are true:
\[ P[W(t, z, \rho, \alpha, \beta) = 0] \forall \tau \in [t-z, t] \leq \beta \]

Thus, parameter \( \theta \) defines the sensitivities of the detection algorithm.

**Remark 2.** The constant \( \theta \) has following sense: the algorithm will detect those SAE, for which the increment of the value \( E_{P_{ab}}(t \mid \Sigma(Z), \Delta(t)) \) when \( t-z \geq \tau \) will exceed the value \( \theta \).

**Proof of Theorem 1.** Consider the representations:

\[
\rho_{ab}(t \mid \cdot) / \theta = \begin{cases} m(t), & t < \tau \\ E_{P_{ab}}(t \mid \cdot) / \theta + m'(t), & t \geq \tau \end{cases}
\]

In view of (2) we have:

\[
E_{m}(t) = 0, E_{m'}(t) = 1/(\theta' (z-1)).
\]  \( \text{(3)} \)

Using Chebyshev's inequality, we write:

\[
P[W(t, z, \rho, \alpha, \beta) = 0] \forall \tau \in [t-z, t] \leq \beta
\]

\[
P[P_{ab}(t \mid \cdot) > b] \forall \tau \in [t-z, t] \leq \beta
\]

\[
P[m(t)] \leq \beta
\]

\[
P[m'(t)] \leq \beta
\]

when \( \tau > t-z \) from condition 2 we have. Therefore, taking into account the first condition of the theorem, we can write:

**Table I**

<table>
<thead>
<tr>
<th>THE PRACTICAL DETECTION RESULTS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Type of SEV</strong></td>
</tr>
<tr>
<td>hand digging the soil</td>
</tr>
<tr>
<td>chiselling ground scrap</td>
</tr>
<tr>
<td>walking man</td>
</tr>
<tr>
<td>running man</td>
</tr>
<tr>
<td>passenger car</td>
</tr>
<tr>
<td>truck</td>
</tr>
<tr>
<td>heavy equipment excavation</td>
</tr>
<tr>
<td>easy excavation equipment</td>
</tr>
<tr>
<td>spilling fluid pressure</td>
</tr>
<tr>
<td>liquid spills without pressure</td>
</tr>
<tr>
<td>movement of the cleaning scraper</td>
</tr>
<tr>
<td>cutting frozen soil</td>
</tr>
<tr>
<td>shrew digging the ground</td>
</tr>
</tbody>
</table>

Substituting in (4) and (5) the values of \( z \) and \( b \), as defined in the condition of the theorem immediately confirm the truths of the allegations are proved. The theorem is proved.

V. USAGE OF THE SUGGESTED APPROACH IN PRACTICE

The approach described in this report is used for the detection of SEV in real C-OTDR system. Parameters of the C-OTDR system:

- the probe pulse duration - 10 ns;
- frequency sensing - 8 kHz;
- the probe signal power - 15 mW;
- laser wavelength - 1550 nm.

Table I contains results of detection the SEV. Here «Distance» is an average distance at which the given class of SEV was detected, \( P_I \) - error of the type I; \( P_{II} \) - error of the type II. Parameters of the detection system were such: \( z=25, \theta = 0.2, \alpha = 0.1, \beta = 0.1 \). The parameter \( C \) was estimated experimentally: \( C \approx 1.3 \). Data are presented for rocks cemented soil. The results in Table I show sufficiently high practical effectiveness of the described SEV detection system.
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