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Abstract—Recommender systems, also known as recommender engines, have become an important research area and are now being applied in various fields. In addition, the techniques behind the recommender systems have been improved over the time. In general, such systems help users to find their required products or services (e.g., books, music) through analyzing and aggregating other users’ activities and behavior, mainly in form of reviews, and making the best recommendations. The recommendations can facilitate user’s decision making process. Despite the wide literature on the topic, using multiple data sources of different types as the input has not been widely studied. Recommender systems can benefit from the high availability of digital data to collect the input data of different types which implicitly or explicitly help the system to improve its accuracy. Moreover, most of the existing research in this area is based on single rating measures in which a single rating is used to link users to items. This paper proposes a highly accurate hotel recommender system, implemented in various layers. Using multi-aspect rating system and benefitting from large-scale data of different types, the recommender system suggests hotels that are personalized and tailored for the given user. The system employs natural language processing and topic modelling techniques to assess the sentiment of the users’ reviews and extract implicit features. The entire recommender engine contains multiple sub-systems, namely users clustering, matrix factorization module, and hybrid recommender system. Each sub-system contributes to the final composite set of recommendations through covering a specific aspect of the problem.

The accuracy of the proposed recommender system has been tested intensively where the results confirm the high performance of the system.
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I. INTRODUCTION

RECENT progress in information technology has provided us with various sources of data about almost everything. Although the availability of large-scale data can be beneficial, it can also make the decision making process more difficult. Users and customers have a lot of options to choose from which might make them confused in selecting the best possible and/or the most suitable item. In this sense, it is important to filter the information and personalize it for the use of each specific user. Recommender systems are one of the means for making personalized suggestions of items to the users based on their needs and preferences.

Nowadays, recommender systems are being widely used in different services covering vast area of applications. In parallel with the boost in tourism industry and data technology during the past decade, the travel recommender systems have attracted considerable attention of researchers. As a tourist, most of the times, it is really confusing to decide where to go and to select among a large number of possible destinations, especially for unseen and unfamiliar places [1]. Hence, information retrieval and decision support systems are widely recognized as valuable tools in this context. In this respect, tourism and travel recommender systems has become a hot topic recently and attracted the attention of both researchers and companies. However, most of the existing recommender systems in tourism employ a simple method which, in general, compares the profile of a given tourist with certain features of the available items (e.g. destination) and use them to predict the tourist’s preferences [1], [2]. This is especially true about mobile recommender systems [3]. In such systems, a given tourist, i.e. the user, is asked to provide the system with a set of parameters that represent his/her interests, needs or limitations which are used by the system to make the recommendation through correlating the user’s responses to the features of the available destinations/packages. These methods are also called as content-based recommendation [2].

Another approach is obtaining useful information from other tourists who have common or similar interests to the given user. In addition, systems can also benefit from the fact that travelers who are in close proximity might share common needs or interests [4]. Despite the recent advances in travel recommender systems, most existing recommender systems have been unsuccessful in exploiting the information, reviews, or ratings that are being provided by similar tourists [3].

In this paper, an intelligent hybrid hotel recommender solution is proposed. The proposed recommender engine is based on both the content data and similarities among users, exploiting implicit and explicit users’ feedbacks. In addition, using data sources of different types, it employs multi-criteria rating approach to better capture users’ preferences and augment the accuracy of the recommendations. The system is designed in different layers, using multiple sub-recommender systems each addressing specific aspect of the subject problem, aiming to increase efficiency and effectiveness of recommendations by considering. The proposed system is trained over TripAdvisor data, collected from multiple sources and integrated into a single database. The final solution is verified and tested in different settings and scenarios to confirm and validate its accuracy.

The rest of the paper is organized as follows: Section “Data
and Methodology” describes methodology and data that will be used in this study. The experimental results, performance evaluations, and interpretations are provided in section “Results”. Conclusions are made in section “Conclusion”, and limitations along with some directions for the future work are discussed in the last section “Limitations and Future Work”.

II. DATA AND METHODOLOGY

Two separate datasets were collected and used: 1) For training the sentiment analysis module, and 2) For training the recommender system as well as performing automatic keyword extraction. Machine learning methods typically require large amounts of data to provide sufficient predictive power. Since no labelled large-scale travel-specific training corporuses exist to this date, we used other user expression resources. In particular, Twitter was selected as the source of the training dataset for the sentiment analysis module and a corpus of 1.6 million tweets, labelled as positive and negative, was collected from the Internet and used as the training dataset. Since people mainly use quick and short messages and due to the automatic collection of the data, the data was not clean hence we first preprocessed and cleaned the collected Tweets dataset by removing the hashtags and hyperlinks from the tweets, and removing the target users from the twitter data and trimming the texts.

TripAdvisor was mainly used as the data source for training the recommender systems and performing the keyword extraction. TripAdvisor employs user-generated content. The TripAdvisor website is free to use and the company’s business plan is based on the support from advertisement. We collected the TripAdvisor travel data from multiple sources since we wanted to have a complete corpus of user reviews, hotel ratings (multi-aspect), as well as complete hotel information. For this purpose, we used Li, Ritter and Hovy [6] data which contain a complete list of hotels including all the respective information about the hotels such as class, region, physical address, website, etc. as well as users’ reviews on the listed hotels. This comprehensive dataset, which was used in a number of research papers, contained 878,561 users’ reviews on 4,333 different hotels, about 1.3 Gigabytes, which was crawled from the TripAdvisor website. In addition to the mentioned dataset, we also used another dataset which contains 246,400 hotel reviews [7]. These data contain numerical ratings, ranging from 1 to 5, provided by users on different aspects of the hotels, e.g. value, room quality, location, and service, along with other complementary information about the hotels. Textual users’ reviews on hotels are also available. The data were preprocessed by removing all the excess spaces and tabs and converting commas to semi-colons.

Having collected the required hotel data, we integrated the collected data into a MySQL database. For this purpose, different entities, e.g. hotels and users, were first identified and their unique IDs were considered as the primary key in respective tables. Next, an automatic data integration procedure was coded in JAVA which went through all the records and integrated them into the database, through checking for duplicates and inserting all the related information about an entity in the respective row. The final database contains 4,333 distinct hotels with complete information about them. 148,429 users have rated 1,850 different hotels focusing on various aspects. In addition, 148,421 users have written text reviews about the hotels in the integrated dataset. We performed further preprocessing on the integrated data including noise removal, i.e. removing the rows with so many missing values, hyperlink removal, performing spell check on the collected data, and converting all the words into lower cases.

Having all the required data collected, we employed a number of different tools, methods and methodologies for designing and implementing the hybrid hotel recommender system. In general, machine learning techniques and natural language processing (NLP) were used to develop the core of the recommender engine. The entire recommender system contains three different sub-systems, i.e. sentiment analysis module, keyword extraction module, and the recommender engine that are presented separately in this section.

A. Sentiment Analysis Module

This module automatically detects the positivity and negativity of users’ text reviews and provides the recommender engine with a complementary implicit feature, in terms of a polarity score, reflecting user’s satisfaction. We applied machine learning and text processing techniques to provide an automated mechanism for detecting the sentiments of users’ reviews and creating an implicit polarity score. The Tweets database was used to train and develop the sentiment analysis model. For this purpose, a text mining engine was designed which takes the Tweets as the input and converts them to numerical form, suitable for training the sentiment classifier. The input text was already converted to lower case at the time of integrating the travel data. The punctuations were also replaced with a blank space. Next, the streams of text were broken into the smallest meaningful components, called tokens. We then converted the tokens to stems by removing and replacing the word suffixes to obtain the common root of the word.

We considered both unigrams and bigrams of the tokens. In order to obtain numerical feature vectors, all the considered tokens were then converted to count vectors in which the index value of a token was linked to its frequency in the entire training corpus. To normalize the feature vector, we employed the term frequency-inverse document frequency (tf-idf) approach. After preprocessing the text data, a logistic regression model was built using 10-fold cross validation approach to assure the accuracy of the learned model.

The generated sentiment analysis model was found to be 85% accurate in predicting the polarity of Tweets that means

1 The original dataset was taken from [5].
2 Users of Twitter usually use hashtags to refer to or mark topics.
3 Users of Twitter use the “@” symbol to refer to other users.
4 In general, an n-gram is a contiguous sequence of n items (tokens or stems) from a given sequence of text.
the model has promising performance in predicting the sentiment of a given sentence/text, comparing to the literature. For example, Pak and Paroubek [8] achieved 81% of accuracy in predicting positivity and negativity of tweets. In a recent survey study, Rosenthal et al. [9] listed the performance results of 11 different systems in predicting phrase-level binary polarity of tweets, where all the systems have accuracy lower than 85%. Using the sentiment model, the polarity of the given user’s review is predicted and an intermediate output, namely the polarity score is generated. The system reports a value in the range of [1], [5] as the polarity score where the score reflects the intensity of polarity: closer to 1 value represent more negative sentiment, and closer to 5 value indicate more positive sentiment. This polarity score is used as an implicit feature in the recommender engine.

B. Keyword Extraction Module

Summarizing and analyzing the content of the users’ reviews can be very beneficial. The main objective of the keyword extraction sub-system is to go through the users’ reviews and extract keywords out of them, and assign them as implicit features to the respective users. We employed Latent Dirichlet Allocation (LDA) method to extract the topics out of the set of reviews. The extracted topics were then refined to find the representative set of keywords for each user in the database. The refinement stage was added to the sub-system as LDA might result in soft clusters where a semi-automatic refinement procedure can filter the undesired results and improve the accuracy. The whole keyword extraction procedure is depicted in Fig. 1. As seen, users’ reviews are first collected and preprocessed. In particular, we removed special characters from the data as they could affect the accuracy of the system negatively. In addition, reviews that were in a language other than English (e.g. Chinese, French) were removed. Next, we removed the English stop words from the vocabulary and numerical values from the data as they were not informative in the defined keyword extraction task. The clean users’ reviews dataset was then split into a set of reviews for each user. Next, LDA was performed on each set of reviews separately, and the set of specific keywords for each user are extracted. Finally, a semi-automatic procedure refined the extracted keywords. The final extracted keywords were assigned to the users as implicit features which partially reflected their interests.

C. The Recommender Engine

The recommender engine itself consists of three major modules: 1) User Clustering Module, 2) Matrix Factorization Module, and 3) Hybrid Recommender Module, as shown in Fig. 2. The Users Clustering Module clusters all the users in the system into different groups based on their characteristics. The distance of any given user’s features set is then compared with the centroids of the generated clusters, and the best cluster is selected for the user. Next, the Matrix Factorization and Hybrid Recommender Module are provided with the selected cluster, separately, where the final recommendation is made based on the outputs of the two mentioned modules.
Clustering module was implemented and included, mainly due to the high sparsity of the users’ data features. Clustering techniques can reduce the sparsity and improve the performance and scalability of the recommender systems [10], [11]. The Users Clustering Module employs two different set of data features to do the clustering, namely users’ demographics and the detected keywords. Users’ demographics contain information such as user’s age, gender, date of registration in the system, location, etc. To increase the data dimension, we also included the detected user-specific keywords, obtained from the Keyword Extraction Module, as explained in the previous section.

To perform the clustering, K-Means clustering approach [12] was first selected. The ease of implementation, speed, and the fact that K-Means performs reasonably well in large datasets [13], were the main reasons for such selection. However, since the data contained both categorical and numerical variables (features), we used a variation of K-Means, named K-Prototypes [13], which is able to handle both categorical and numerical features. The number of clusters/prototypes (k) should be given to the K-Prototypes algorithm. Thus, finding the optimal number of clusters, the best k, was crucial and could affect the performance of the system. We used the Gap statistic [14] for estimating the best k for the users’ data. We found that the Gap statistic peaks at k = 4 with the value of ~1.006. Thus, the existence of 4 clusters was confirmed. Therefore, using the K-Prototypes algorithm, users were clustered into 4 different groups.

In recommender systems, the cold start is a well-known problem. This refers to the fact that the recommender system is not able to provide any recommendation for users or items that have not enough information about. This might cause the system to make common and/or the same recommendations to the users. Specifically, in the case of collaborative filtering, the system works by identifying the users with similar/same preferences to the given user, and then recommends the items that those users, but not the given user, have already favored. Thus, it will fail to suggest items for which there exist no ratings, e.g. new items to the community [15]. We used non-negative matrix factorization technique [16] to stand for this problem in our proposed recommender system. NMF has been widely used in various fields and applications, including recommender systems [17], [18]. Using NMF, the user-item ratings matrix was factorized into two matrices, such that all the three matrices include only non-negative elements. This module particularly addresses the cold start problem through providing recommendations on unseen hotels to the users.

The final (and main) part of the proposed recommender system is the Hybrid Recommender Module. The main goal of this module is to leverage from different types of features to build a hybrid model. It employs a set of features which reflect users and hotels characteristics. These features are called as explicit features. In addition, a complementary set of implicit features, e.g. users’ reviews polarity, are also used in the model. The sentiment analysis module, and the tf-idf approach in particular, along with the keyword extraction module, enable the hybrid recommender engine to exploit the content, thus, providing more dimension to the system. The overall architecture of the module is depicted in Fig. 3. First the best cluster is detected for a user based on various features and characteristics, and then the hybrid recommender system is provided with the selected user cluster. The hybrid recommender system consists of three sub-modules: 1) User-based collaborative filtering module, 2) Item-based collaborative filtering module, and 3) Multi-criteria recommender system.

The user-based collaborative filtering module makes recommendation based on the similarities among users. To measure the similarities among users, various similarity measures were tested. The best and most robust result was found for cosine similarity. Thus, the cosine similarity was used in the user-based collaborative filtering module for calculating the similarity among users. Using the cosine similarity measure, this module makes recommendations in two steps: 1) Identifying users who share the same rating pattern with the given user, and 2) Using the ratings from the similar users who were found in the first step for predicting the ratings for the given user. The rating is only predicted for the hotels that the given user has not already been there. The hotels (items) are sorted based on their score, and the top hotels in the sorted list are recommended.

The item-based collaborative filtering module checks the
similarities among various hotels. Similarities are calculated based on the cosine similarity measure. Using the calculated similarities among the hotels (items), rating predictions are made for \(<user, hotel>\) pairs that are not present in the dataset, \(i.e.\) this module recommends hotel to a user that have not already been seen by him/her. Similarities between two given hotels are calculated using all the users who have rated both the hotels. After modelling the data using the cosine similarity measure, the weighted sum approach is taken for predicting the rating for any (unseen) \(<user, hotel>\) pair. That is, all the hotels that are similar to the candidate hotel are first selected, forming the set of similar hotels. From the similar hotels, the algorithm selects the ones that have been already rated by the given user. The user’s ratings for each of these found hotels are weighted, using the similarity between that hotel and the candidate hotel. Finally, the predictions are scaled by the sum of similarities, and the top hotels are recommended. Item-based filtering module is considerably faster than the user-based collaborative filtering module, however, the item similarity table should be maintained and updated over time.

To overcome the limitation of the single criterion value, \(i.e.\) the overall rating, a multi-criteria recommendation engine has been also implemented. This module contributes to the hybrid recommender system through improving the quality of the final recommendations by representing more complex preferences of each user, as the suitability of the recommended hotel for a given user might depend on more than one rating aspect. The multi-criteria recommender module is provided with multi-criteria rating data, \(i.e.\) users rated on multiple and different aspects of the hotels. The additional information on each user’s preferences would help to improve the model accuracy and capability in learning users’ preferences. We designed this module as a user-based multi-criteria collaborative filtering approach. The architecture is almost the same as the user-based collaborative filtering, as explained before. The only difference is in defining and calculating the similarity measure in order to stand for the availability of multi-criteria information. There exist a number of studies that focused on extending the traditional similarity measure calculations to reflect multi-criteria information [19], [20]. One common approach is to aggregate the traditional single-criteria similarities. We modified the cosine similarity to reflect the multi-criteria information. In particular, the similarity between any two given users was calculated based on each individual criterion, let us say \(k\) criterions, using the single criterion cosine similarity measure. Then, the final similarity between the two given users was calculated by averaging the calculated \(k\) similarities [19]. This aggregated users’ similarity measure was then used by a user-based collaborative filtering module to make the recommendations.

Each of the sub-modules of the hybrid recommender engine produces a separate set of recommendation, addressing a specific aspect of the problem. In addition to these three recommendation set, a composite set of recommendations is also made, using all the outputs of the internal modules.

III. PERFORMANCE EVALUATION

We did several experimental evaluations to assess the performance of the proposed recommender system. The leave-one-out cross validation (LOOCV) approach was selected for validating the results. In LOOCV with \(n\) data points, 1 observation (data point) is considered as the validation set in each run, while the remaining data points form the training set. The procedure is repeated \(n\) times, taking all data points as the validation set once. A set of decision-based error measures, \(i.e.\) accuracy, specificity, sensitivity, and informedness, as well as three prediction-based error metrics, \(i.e.\) mean absolute error (MAE), mean squared error (MSE), and root-mean-square error (RMSE), were calculated for evaluating the proposed recommendation system. In the rest of this section, the performance evaluation results including the evaluation of all the sub-modules as well as the composite set of recommendations, are presented and discussed in detail.

A. Matrix Factorization Module

The matrix factorization module approximates the missing rating values. The module was designed as part of the hybrid recommender system to account for the new to the system hotels, as they cannot be perfectly identified and recommended by collaborative filtering based approaches. Since the user-hotel rating matrix was very sparse, the nonnegative double singular value decomposition (NNDSVD) approach was used for initialization. NNDSVD which is method for enhancing the initialization stage of the NMF approach is proven to be very effective for rapid reduction of NMF algorithm estimation error [21].

As seen in Fig. 4, RMSE of the NMF module is considerably small, with the value of 0.364, and is larger than MAE and MSE as expected, according to the definition of the mentioned measures. Based on the observed measures, \(i.e.\) MAE, MSE, and RMSE, it can be said that the NMF module is highly accurate in decomposing the user-hotel rating matrix into two matrices and predicting the ratings for any user-hotel pair. From the results it can be said that NMF module can be employed with high accuracy to recommend (unseen to the user or new to the system) hotels to the users.

![Fig. 4 Prediction-based metrics calculated for NMF module](image)
B. User-Based Collaborative Filtering Module

Fig. 5 depicts the prediction-based metric for the user-based collaborative filtering module. As seen, the user-bases CF is able to predict the ratings for user-hotel pairs with relatively small error. According to MAE measure, the average magnitude of the errors in the prediction set, regardless of their direction, is relatively small, with the value of 0.65. This can be also regarded as a sign of high accuracy of the user-based CF sub-system. In other words, the average of the absolute values of differences between the predicted ratings and the corresponding observations over the entire LOOCV validation procedure is slightly higher than half a scale, indicating the high performance of the sub-system. One should note that the error rate is promising considering the large data size that was used.

MSE and RMSE are also positive numbers, ranging from 0 to $\infty$, where lower values indicate higher accuracy. RMSE is of special interest, as large rating prediction errors are not acceptable since they might lead to wrong recommendations. According to the results, RMSE of the user-based CF module is also relatively small, with the value of 1.16. The difference between RMSE and MAE is approximately equal to 0.5, i.e. $1.16 - 0.65 = 0.51$, which indicates that the variance in the individual errors is also relatively small. From Fig. 5, it can be observed that the mean square error of the user-based CF module is relatively small, as well.

As seen in Fig. 6, the module is more than 83% accurate in predicting the right hotels to be recommended to the users. This confirms that the module is able to make robust, accurate, and acceptable predictions through learning the users’ preferences accurately. According to the results, the user-based module is highly sensitive, i.e. 94.1%, indicating that the model is highly complete, capturing almost all the positives in the data. Thus, the model is able to effectively learn users’ preferences. Specificity of the model is also considerably high (83.5%). Specificity can be regarded as the effectiveness of the system in identifying true negatives. From the calculated specificity and sensitivity of the model, it is clear that the model is able to learn the preferences, correctly identifying both desirable and undesirable items. This is of high importance in travel recommendation systems, as unintelligent recommendations might cause users to even leave the system. Moreover, from the informedness measure (77.7%), it can be said that the module is appropriately using the information hidden in the data to make informed decisions in recommending hotels to similar users in the system.

C. Item-Based Collaborative Filtering Module

This module accounts for the question of “which hotels are similar to each other?”. Item-based collaborative filtering helps the proposed hotel recommendation systems, at least, in two ways: 1) By recommending items (hotels) to users that have not already been rated by them, thus, solving the problem of new items to users, and 2) By improving the overall speed of the system and the possibility of acting as a fast independent recommender module, if necessary. As discussed in section II, the item-based collaborative filtering module was designed such that it recommends unseen hotels that are similar to the ones that have been already rated by a user. That is, we included this module to act as a complementary component to the other modules in the recommender engine, recommending unseen hotels. Therefore, it is not possible to calculate the accuracy of this sub-module, using the current setting. However, in operation, several strategies can be taken by the operating website to investigate if users have welcomed the new hotel suggestions. This can be done, for example, by incorporating web cookies in order to capture user navigation traces and behaviors.

D. Multi-Criteria Recommender Module

We checked the performance of MCR module for the case that implicit and explicit feedbacks are used to assess different aspects of the hotels and form the rating vectors for user-hotel pairs. Same as the other modules, LOOCV was used. As seen in Fig. 7, MAE metric that is a measure for the average magnitude of the errors in the predictions set without considering their directions, is considerably low. Since the MSE and RMSE scores are also significantly low, it can be said that the module is highly accurate in predicting the ratings for user-hotel pairs. Comparing the results with Fig. 5, it is
observed that the multi-criteria recommender system is performing better than the user-based collaborative filtering module. Although MAE of the multi-criteria recommender is slightly higher, i.e. 0.76 vs. 0.65, since the other metrics are much better for the multi-criteria system, it can be said that the multi-criteria recommender is able to benefit from the multi-aspect evaluations to enhance the quality of the recommendations. Moreover, the very small difference between MAE and RMSE in the multi-criteria recommender indicates that the variance in the individual errors is considerably small, even better than the user-based collaborative filtering system. That is, the model is making relatively small errors in predictions.

Analyzing the decision-based metrics (Fig. 8) revealed that the module is more than 90% accurate in predicting the right hotels to recommend to the users. This confirms that the module is able to make robust, accurate, and acceptable predictions. As expected, this is higher than the accuracy of the user-based collaborative filtering module (Fig. 6). Analyzing the other measures also confirms that the multi-criteria recommender model is well fitted for the subject problem. That means, the multi-criteria recommender module is very sensitive, i.e. 91%, indicating that the model is highly complete, capturing almost all the positives in the data. Thus, the model is able to effectively and (almost) completely learn users’ preferences. Moreover, the specificity of the model is also significantly high, exceeding 90%. Therefore, the module can effectively identify true negatives. According to the specificity and sensitivity metrics, the model is highly capable of learning users’ preferences such that desirable and undesirable items are correctly identified. Finally, the informedness measure (81.1%) shows that the module is appropriately detecting the hidden information in the data and the patterns of preferences, and employs them to make informed decisions in recommending hotels to similar users in the system.

We integrated the recommendations from the previously discussed sub-modules, giving higher weight to the multi-criteria recommender due to higher performance, and formed the composite set of recommendations. The predicted ratings were compared with the actual total ratings. One should note that the total rating, which is the single rating that a user gives to a hotel, was considered as the ground truth. The results of the prediction-based metrics calculations for the composite set of recommendations revealed that the system performs reasonably well in predicting the ratings for user-hotel pairs (Fig. 9).

The relatively small difference between RMSE and MAE confirms the existence of low variance in the individual errors. While indicating there is some variation in the magnitude of errors, it also confirms that large errors are very unlikely. According to the results, the average difference between the predicted rating based on the composite set of recommendations and the observed total rating is 0.78. This highlights the power of the proposed system in learning the users’ preferences. Interestingly, the accuracy of the composite set of recommendations also exceeds 98%.

**IV. CONCLUSION**

In this paper, a novel hybrid solution was proposed for predicting ratings for user-hotel pairs and making the
recommendation. The proposed approach combined collaborative filtering with matrix factorization and clustering techniques to improve the performance. Moreover, users’ text reviews were converted to polarity scores, reflecting implicit feedbacks, and were integrated into the feature space. In addition, topic modelling techniques were applied to generate implicit features from users’ reviews, reflecting unique points of interests for each user in the system. The diversity of the features types, including both implicit and explicit feedbacks, as well as the integrity of the techniques, helped the system to reach outstanding accuracy and performance. Although there are hybrid recommendation designs in the literature, to the best of my knowledge, this is the first one in hotel recommendation domain that applies a triangulation technique and incorporates sentiment analysis and keyword extraction techniques to obtain content information and use them along with a diverse set of other features to solve the problem. The main advantages of the proposed design are: 1) A hybrid design which is well suited to the subject problem and can be operated easily, 2) Highly accurate predictions, 3) Use of implicit and explicit feedbacks and the novelty in employing sentiment analysis and keyword extraction techniques for extracting new features, 4) The system’s ability in recommending “new to the user” items as well as “unseen” ones, and 5) Benefitting from a multi-criteria rating system that helped the recommender engine to better learn users’ preferences.

To speed up the system as well as to improve its accuracy, clustering techniques were applied on users’ vectors, grouping them in various clusters based on their characteristics. This also played an important role in improving the recommender system performance in comparison with the basic collaborative filtering algorithms. For this purpose, the system employed various types of content features such as user’s age, and location. Moreover, matrix decomposition techniques were employed to solve the cold start problem, making the system capable of drawing inferences for the new to the system items about which it has not yet enough information. The multi-criteria recommender module also empowered the system with multi-aspect ratings that enabled it to provide more accurate recommendations. In addition, this thesis presents an innovative technique for extracting implicit features and converting them to an implicit rating score. The use of implicit features here was found to be crucial, as it was observed that incorporating them augments the system performance through providing it with deeper understanding of user preferences and characteristics.

Comparing the results with the literature, it was observed that the sentiment analysis module shows promising performance in predicting the sentiment of a given sentence/text, with 85% accuracy. This is higher than several similar studies such as [8], [9]. The proposed recommender framework also performs more effectively than the approaches in the literature. For example, [22] proposed a multi-criteria recommender system for tourism domain and compared the results with several other algorithms, using TripAdvisor data. According to their findings, mean absolute error for the standard collaborating filtering method [19] equals 1.37. MAE was found to be 1.28 for Total-Reg algorithm [19], and, 0.89 for ANFIS and HOSVD algorithm [11]. As seen, the recommender engine that was proposed in this thesis outperforms the similar available systems.

In general, it can be said that the proposed solution can fit well with the hotel recommendation problem, covering all the aspects that might be important in a real-life business case. It is also flexible enough to take the speed-accuracy trade-off into the account through giving higher weights to different sub-systems based on the available conditions in the company and the market situation. The system is also highly customizable and can be easily adjusted for different scenarios or even different businesses, with some minor changes. However, apart from the system architecture, the error metrics are also required to be selected wisely, in accordance with the business nature and problem objective(s).

V. LIMITATIONS AND FUTURE WORK

Recommender systems are now being used widely in various types of applications and domains. There are a number of traditional ways to measure recommenders’ architecture and performance. However, a precise evaluation of a recommender system is more accessible in an actual situation. Such situation should be properly evaluated providing a clear picture of the domain properties and characteristics, business goals and objectives, and behavior of the algorithm. The operational data such as time that a user spent on a web page, number of hits for recommendations, click tracking, like or dislike for a recommendation, etc., can contribute to better evaluation of the proposed recommender.

Another direction for the future research might be using more data. Although large scale data were used in this paper for training the recommender modules, more data (from other sources) can be definitely helpful. In addition, more features on users and/or hotels can surely help the system, at least in performing a better clustering of users which might ultimately lead to higher performance. Moreover, the user-hotel-rating matrix is extremely sparse, thus, testing the proposed system on less sparse data can be also suggested. Although multi-aspect rating was also used in this system, more rating and/or more rating dimension can be helpful in determining the behavior of the hybrid recommender engine more accurately.
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