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Abstract—In this study, an approach to identify factors affecting on surface roughness in a machining process is presented. This study is based on 81 data about surface roughness over a wide range of cutting tools (conventional, cutting tool with holes, cutting tool with composite material), workpiece materials (AISI 1045 Steel, AA2024 aluminum alloy, A48-class30 gray cast iron), spindle speed (630-1000 rpm), feed rate (0.05-0.075 mm/rev), depth of cut (0.05-0.15 mm) and tool overhang (41-65 mm). A single decision tree (SDT) analysis was done to identify factors for predicting a model of surface roughness, and the CART algorithm was employed for building and evaluating regression tree. Results show that a single decision tree is better than traditional regression models with higher rate and forecast accuracy and strong value.
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I. INTRODUCTION

THE main goal in modern manufacturing industry is to manufacture low cost, high-quality products in short time. Turning operation is one of the most common machining processes for cutting and specially for finishing machined parts. In a turning operation, relative motion take places between cutting tool and workpiece, which affects the surface finish and tool life [1]-[3]. Surface roughness is one of the important aspects in mechanical design, which is used to evaluate the quality of the product since it affects the friction, corrosion and wear resistance, fatigue strength, lubricant, heat generation and product life [4]. In a turning operation it is an important task to avoid chatter vibrations as they cause tool breakage, tool wear, dimensional errors and unacceptable surface finish [5], [6]. In a turning operation, severe chatter vibrations occur due to a dynamic motion between the work piece and the cutting tool [7]-[10]. Therefore, the majority of works attempt to reduce vibration during a machining process by increasing dynamic stiffness of a machining system, changing its main natural frequency or feedback-controlled actuators, which can be achieved by using special coating on a cutting insert, vibration damper or toolholder made of material with high damping capability [11]-[14].

In a turning operation, selecting the proper cutting parameters is of great importance in order to achieve high cutting performance. Several mathematical models [15]-[21] based on statistical regression techniques have been proposed to establish cause and effect relationship between cutting parameters and surface roughness. Then, an objective function is formulated to solve the optimal cutting parameters using optimization techniques. The equations, for any combinations of factor levels in a range specified, all have the form: \( Y = b_0 + b_1x_1 + b_2x_2 + b_3x_3 + \ldots + b_px_p \) where, \( Y \) represents the estimated surface roughness value, \( b_0, b_1, b_2, b_3, \ldots, b_p \) are estimates of the regression parameters and \( x_1, x_2, x_3, \ldots, x_p \) are the logarithmic transformation of independent parameters (such as material hardness (HRB), feed rate (mm/rev), tool nose radius (mm), depth of cut (mm) and cutting speed (m/min)). However, the studies provided primary available estimates of optimal cutting parameters and effect relationship between cutting parameters and surface roughness; they applied regression techniques as a method to estimate surface roughness and have difficulties in showing the important factors affecting on surface roughness. In addition, it is likely that the assumptions that are made in a regression technique may be violated, because linear regression techniques need assumptions to be made, including assumptions about the normality, linearity and homoscedasticity of the data among others [22].

The prediction of significant cutting parameters for surface roughness is not easy to accomplish by using deterministic equations. Hence, it is suited to decision trees as they are primarily aimed at the recognition of a random pattern in a given set of input values. Decision tree method enables to model relationship between variables without strong model assumptions. This method also identifies the “important” variables in classifying objects/observations through the built tree and basic functions when many variables are considered. In decision trees method the resulting classification model can be easily interpreted in comparison with other classification techniques [23]. A single decision tree (SDT) analysis can be used both for classification and regression problems, which is able to deal with collinear data, to exclude insignificant variables, and to allow asymmetrical distribution of samples [24].

Examples of decision tree applications include multi component fault diagnosis of a rotational mechanical system [25], assessing the workpiece surface roughness to support decision making in a machining process [26]. Reference [27] applied decision tree method for process planning in the machining process to determine cutting operations and
sequences, to select machine tools and cutting tools, to calculate machining parameters and generate CNC part programs. Reference [28] used decision tree in their investigation and they stated that the proposed approach has a higher recognition rate than other methods on the same dataset.

The present study develops and presents a new expert system to assess surface roughness using a single decision tree (SDT) model and results compared with linear regression models.

II. MATERIALS

Machining experiments were performed at lathe machine model 16K20VF1 (Russia) with a maximum power of 5.5 kW and maximum spindle speed of 1600 rpm. The conventional cutting tool, cutting tool with horizontal holes in the toolholder arranged in a chess-board pattern, and cutting tool with horizontal holes filled up with epoxy granite, with general specification of PCLNR 2525M12 made of AISI 5140, were used (Fig. 1). As it can be seen from Fig. 1 (c) the holes (Ø 10 mm) of the cutting tool are filled up with epoxy granite, the physical and mechanical characteristics of which are provided in Table I. As a cutting tool insert, we used the Carbide rhombic cutting insert (CT35M coated with TiC), which is manufactured by Sandvik Coromant. In this study AISI 1045 steel, AA2024 aluminum alloy and A48-class30 gray cast iron were used as workpieces with 65 mm diameter and 200 mm length. During turning operation, in each trial, the rust layers were removed by using a new cutting insert in order to reduce the effect of homogeneity of the workpiece material on the experimental result. The effect of wear during machining process was minimized by using a new cutting insert in each trial. This research applies the Taguchi approach to design experiments. Taguchi method is one of the important tools used in the industry to shortage product design, develop time and produce lower product cost. This method also takes into consideration the effect of uncontrollable factors on the response. Besides, Taguchi method is highly flexible and can allocate different levels of factors, even when the numbers of the levels of factors are not the same [29]. The cutting parameters were spindle speed (s), feed rate (f), depth of cut (d) and tool overhang (l). Three levels were specified for each of the factors as shown in Table II.

In this study, the average surface roughness (Ra) was measured, which was performed by means of a profile meter model 130 (Russia). To calculate the Ra, four different points of machined surface in 90° increments around the circumference were obtain and then the average value was calculated for roughness values [3].

III. METHOD

A. Background

Machine learning, statistical analysis, and other data mining are processes that use a variety of data analysis tools to discover models, patterns and relationships in data used to make predictions. A major goal of the analysis is to determine the best decisions. Data mining takes advantage of advances in the fields of artificial intelligence and statistics.
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(a) conventional cutting tool (b) cutting tool with holes in toolholder; (c) modified cutting tool filled up with epoxy granite: 1—toolholder and 2 — epoxy granite

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Epoxy-granite</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density (kg/m³)</td>
<td>2400–2600</td>
</tr>
<tr>
<td>Strength stress (MPa)</td>
<td>150–160</td>
</tr>
<tr>
<td>Compression</td>
<td>15–20</td>
</tr>
<tr>
<td>Tensile</td>
<td>3.5–4.0</td>
</tr>
<tr>
<td>Elasticity module (MPa*10⁴)</td>
<td>0.25–0.40</td>
</tr>
<tr>
<td>Poisson’s ratio</td>
<td>1.7–1.75</td>
</tr>
<tr>
<td>Thermal conductivity (W/(m*K))</td>
<td>(12–16)*10⁶</td>
</tr>
<tr>
<td>Linear expansion coefficient (1/°C)</td>
<td>0.6</td>
</tr>
</tbody>
</table>

Both disciplines have been applied in pattern recognition and classification. Decision trees are simple and powerful data mining that can be used as a model for classification and prediction problems under uncertainty [30]. They provide unique capabilities to supplement, complement, and substitute for traditional statistical techniques of analysis such as multiple linear regressions. Decision tree describes graphically the decisions to help people to obtain a target value through the classification and analysis [31].

In general, a decision tree consists of tests or attributes nodes linked to two or more sub-trees and leaves or decision nodes labeled with a class which means the decision [32]. The outcome, which is related to the one of the sub-trees, is computed by a test node by attributing values of an instance. The classification of an instance is started at root node of the tree. The determination of the outcome for the instance is performed and continued applying the suitable sub-trees only if this node is a test node. Then, the class of the instance is predicted by its level when a leaf is encountered [32]. Reference [33] has popularized the application of decision trees to classification in machine learning. In 1986 a well-known tree-growing algorithm for inducing decision trees ID3 was introduced by [33]. In 1993 Quinlan’s ID3 was upgraded...
with an algorithm called C4.5 [28]. They use the statistical calculation of information gain from a single attribute to build a decision tree. The algorithm basically chooses the attribute that provides the maximum degree of discrimination between classes locally. Theoretical concepts related to decision trees can be found in many text books [29], [34].

### B. CART Algorithm

Reference [35] developed the Classification and Regression Trees (CART) methodology in their paper “Classification and Regression Trees”, which generates binary decision trees. CART is a classification method which uses data for constructing decision trees and it is a nonparametric technique that can select from among a large number of variables those and their interactions that are most important in determining the outcome variable to be explained. The CART can be applied either as a classification tree or as a regression tree depending on weather the response variable is categorical or continuous. In order to construct a CART tree the data were split repeatedly and then they were defined using a single explanatory variable. After which the partition of data into two homogeneous mutually exclusive groups is performed at each split in order to keep the tree small, which is equal to the number of final groups. Until the tree grows, the splitting process continues [36]. The classification trees are for dependent variables with ordered discrete or continuous. In order to construct a CART tree the data were split in order to keep the tree small, which is equal to the number of final groups. After which the partition of data into two homogeneous mutually exclusive groups is performed at each split. The next conditions prevent a node to be split: a. The model uses all predictors which have records in the node with the same value. b. The number of elements in the node is no more than the minimum parent node size (user defined). c. If the number of records in any of the child nodes resulting from the node's best split is less than the minimum child node size (user defined). d. The best split can be selected by decreasing the node impurity (user defined). In regression trees, \( \hat{y}(t) \) is the predicted category of each terminal node.

### IV. Application of Decision Tree and the Results

In this section of study, a single decision tree was used to develop model and to compare the results with linear regression models. In the first step, the related factors in the decision tree model were predicted using the classification and regression tree (CART) algorithm. The CART is an algorithm that performs a binary split, where only two child nodes are formed from the parent node, where the alpha value for the criteria of splitting and merging was set at 0.05. Besides, the weights for misclassification, costs were set asymmetrically in order to make up for the imbalance in data distribution. At the end of a training process, the model with the lowest error was selected as the final model. For qualitative evaluation of the models, the statistical measures such as the normalized mean square error, the correlation between actual and predicted, root mean squared error and mean absolute percentage error were used. The single decision tree diagrams and the error statistics of calculated significant cutting parameters by CART are illustrated in Fig. 2 and Table III, respectively.

| Table III: Results of the Error Statics Calculated Surface Roughness |
|-----------------|-----------------|
| **Error**       | **SDT**         |
| Correlation between actual and predicted values | 0.9165 |
| Maximum error   | 1.0459          |
| RMSE (Root mean squared error) | 0.2748 |
| MSE (Mean squared error) | 0.0755 |
| MAPE (Mean absolute percentage error) | 16.141 |
| NMSE (Normalized mean square error) | 0.3377 |

The information displayed in each node in Fig. 2, depends on whether it is part of a classification tree (categorical target variable). Five lines of information are presented in this node: 1. Node number – The top line displays the number of the node. 2. Predictor variable used for split – The second line

The following equation can be used for determining the LSD criterion function for split \( s \) at node \( t \) [38]:

\[
Q(S,T) = R(t) - R(t_A) - R(t_B)
\]

where, \( R(t_A) \) and \( R(t_B) \) represent the sum of squares of the right and left child nodes, respectively.
displays the name of the predictor variable that was used to
generate the split from the parent node 3.

Record counts – The “N=nn” shows how many rows (N) were placed in this node. 4. The name of the target variable and the mean value of the target variable – the next-to-bottom line displays the name of the target variable and the mean value of the target variable for all rows in this node 5. The standard deviation – the bottom line displays the standard deviation for the mean target value.

In decision tree the relative importance of input parameters can be found by algorithm itself determining the important parameters through branching of inputs, and knowledge of decision tree can help us choose parameters and assess the dependencies between related attributes. As can be seen, the greatest number of branching was performed using workpiece material. Therefore, workpiece material is the most important parameters for surface roughness. Table IV shows the relative importance of variables on surface roughness.

In the next step, after analyzing the prediction model of surface roughness, the obtained results were compared with traditional regression models.

The regression equations and correlation between actual and predicted values are [15]-[21]:

\[ R_a = 12.942 - 014.02f - 0.038V - 0.00445H, R^2=0.672 \] (5)
\[ R_a = 8.6 - 0.00017V + 28.2f + 3.74d + 0.688r + 1.244f \ast a, R^2=0.867 \] (6)
\[ R_a = 2.74 - 0.011V + 0.00117 \ast frequency + 261 \ast duty cycle, R^2= 0.776 \] (7)
\[ R_a = 2.1066 - 0.0011V + 0.004f - 0.00976a, R^2=0.867 \] (8)
\[ R_a = 1.481 - 4.727 \ast 10^{-3}V + 9.817f + 0.1276a, R^2=0.504 \] (9)
\[ R_a = 1.9596 - 5.582 \ast 10^{-3}V - 2.706f + 0.071a + 0.025V \ast f + 1.244f \ast a, R^2=0.47 \] (10)
\[ R_a = 3.179 + 9.826f - 0.009V - 0.922a, R^2=0.608 \] (11)

where, \( V \) is cutting speed, \( f \) is feed rate, \( a \) is depth of cut, \( r \) is nose radius and \( H \) is material hardness. It is clearly seen that the results generated by decision tree are more accurate in comparison with regression models with higher recognition rate, forecast accuracy and strong practical value. In predicting the surface roughness (\( R^2=0.9165 \) for decision tree and \( R^2=0.6806 \) for traditional regression models in average).
V. CONCLUSION

A decision tree uses the values of a set of predictor variables to predict the value of a variable. In this study, the prediction of surface roughness was done using single decision tree based on workpiece material, cutting tool, spindle speed, feed rate, depth of cut and tool overhang on the surface roughness. It was concluded that decision tree, in contrast with traditional regression models, represents rules, and the significant parameter is determined by the algorithm itself through the branching of inputs. Besides, decision tree does not require parametric assumptions about the training data to be met. Moreover, they can easily accommodate nonlinear relationships to outcome and are readily understood. Decision tree can be used to make inferences to understand the “big picture” of the model.
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