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Abstract—Compared with terrestrial network, the traffic of spatial information network has both self-similarity and short correlation characteristics. By studying its traffic prediction method, the resource utilization of spatial information network can be improved, and the method can provide an important basis for traffic planning of a spatial information network. In this paper, considering the accuracy and complexity of the algorithm, the spatial information network traffic is decomposed into approximate component with long correlation and detail component with short correlation, and a time series prediction model based on wavelet decomposition is proposed to predict the spatial network traffic. Firstly, the original traffic data are decomposed to approximate components and detail components by using wavelet decomposition algorithm. According to the autocorrelation and partial correlation smearing and truncation characteristics of each component, the corresponding model (AR/MA/ARMA) of each detail component can be directly established, while the type of approximate component modeling can be established by ARIMA model after smoothing. Finally, the prediction results of the multiple models are fitted to obtain the prediction results of the original data. The method not only considers the self-similarity of a spatial information network, but also takes into account the short correlation caused by network burst information, which is verified by using the measured data of a certain backbone network released by the MAWI working group in 2018. Compared with the typical time series model, the predicted data of hybrid model is closer to the real traffic data and has a smaller relative root means square error, which is more suitable for a spatial information network.
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I. INTRODUCTION

The spatial information network is a network system that acquires, transmits and processes spatial information in real time using various space platforms such as synchronous orbit satellites, medium orbit, low orbit satellites, stratospheric balloons, manned or unmanned aerial vehicles. The space information network supports high-dynamic and broadband real-time transmission of earth observation, and supports ultra-long-range and large-delay reliable transmission of deep space exploration. It can serve many applications such as ocean navigation, emergency rescue, navigation and positioning, air transportation, and space measurement and control. In practical applications, reasonable traffic planning and prediction can optimize network traffic allocation and improve network resource utilization. Especially for spatial information networks with severe resource constraints, traffic prediction methods are one of the key components of network system design. [1], [2]

The spatial information network business mainly includes conventional satellite communication services and some special communication services. Ekici and other scholars have tracked the backbone network traffic such as the US satellite backbone network and Abilene (American Education Network) [3]: “Since the satellite network is similar in function to the terrestrial network, the traffic carried by both networks has a similar network characteristic”. At the same time, there are many other factors affecting spatial information network traffic. In addition to the similar factors to the terrestrial network, these factors include the physical impact of the space environment and various sudden factors. However, taking all factors into consideration will inevitably lead to an increase in algorithm complexity and resource cost, and a compromise between algorithm accuracy and computational complexity can be made according to user requirements.

At present, the traffic models used by terrestrial networks mainly include Least Mean Square (LMS) filters, Kalman filters, neural network models [4], autoregressive (AR) or autoregressive moving average models (ARMA) [5], autoregressive integral moving average (ARIMA) [6], [7], and fractal autoregressive summation sliding average (FARIMA) model [8], [9], combined with wavelet transform prediction model [10], etc. Among them, the LMS filter is not suitable for describing unstable network traffic. The Kalman filter requires the process statistics before implementing prediction, and the real-time prediction of the spatial information network traffic cannot be guaranteed. The neural network or the deep learning algorithm is suitable for describing the instability of the traffic. However, a large number of training sequences are required, and the complexity for the resource-constrained space network is too high. FARIMA is used to capture long correlation characteristics, but the calculation amount is large, and is not suitable for current space applications.

This paper comprehensively considers the complexity of network traffic prediction algorithm and model accuracy. Based on the self-similarity and short correlation of spatial information network traffic, a hybrid time-series traffic prediction method based on wavelet transform is proposed. The method can improve the accuracy of time series traffic prediction, effectively control the computational complexity, and is more suitable for traffic prediction in spatial information networks.
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II. CHARACTERISTIC ANALYSIS

Although the traffic of the spatial information network has similar network characteristics to the ground network traffic, it has different characteristics from the ground. The main business traffic of the spatial information network can be divided into relay, communication and digital transmission businesses. For the remote sensing satellites, the main business traffic is various image data, which has large data volume and low real-time performance, and it is also highly correlated. And the business traffic of communication satellites or relay satellites has strong suddenness and real-time.

In general, spatial information network traffic has self-similarity and impulsiveness [11].

The business traffic description of the network can be mathematically represented as a random process of a time series. Set \( X = \{X_n, n = 1,2,3,...\} \) to be a generalized stationary process, where \( X_n \) is the time series of traffic, which is stationary. \( X_n \) represents the number of service packets arriving at the network in the nth unit time interval. If the total number of packets arriving from 0 to \( t \) is expressed as \( N[t] \), then \( X_n \) can be expressed as:

\[
X_n = N[nT] - N[(n-1)T]
\]  
(1)

In the case of a known time series \( X_n \), non-overlapping combination is performed to \( X_{mn} \), and then divide the sequence into blocks in order, as shown in (2).

\[
X_{mn} = \frac{\sum_{i=mn+1}^{m} X_i}{m}
\]  
(2)

The process shown in (2) is a time series aggregation process. If the aggregation process \( X^{(m)} = \{X^{(m)}, n = 1,2,...\} \) does not change with the magnitude of \( m \), then the time series \( X \) has a self-similarity characteristic. Self-similarity is one of the long-correlation properties, but time series exhibiting long correlations are not all similar.

\[
f(\lambda) = |\lambda|^{2H-1} + \sum_{j=1}^{\infty} (2\pi j + \lambda)^{2H-1} + (2\pi j - \lambda)^{2H-1} |\]

\[
\times C(1-\cos \lambda)
\]  
(3)

As shown in (3), \( f(\lambda) \) represents the power spectral density of the stationary time series, \( H \) represents the Hurst parameter of the self-similar process, when \( H \in (0.5,1) \), it can be determined that a time series has self-similarity. At the same time, its value also reflects the degree of self-similarity of network traffic.

Through the above analysis, the following conclusions can be drawn: the spatial information network traffic has periodicity, suddenness, and long correlation under long-term span and is non-stationary. In the short-term, the spatial information network traffic changes little and is basically stable.

In this paper, the method of time series hybrid model based on wavelet transform can respectively model the long periodicity part and the short stable part of network traffic, which is more consistent with the traffic characteristics of the spatial information network.

III. HYBRID MODEL AND PREDICTION PROCESS

A. Traffic Prediction Algorithm Design

Fig. 1 shows the block diagram of the time series model establishment and prediction process in the spatial information network. The algorithm flow for traffic prediction is as follows:

1) The original traffic is decomposed by db3 wavelet decomposition algorithm to make it de-correlated, then obtain the approximate component \( a1 \) and the detail components \( d1, d2, \) and \( d3 \). Each of its detail components has exhibited a short correlation, while the approximate component still has the same long correlation as the original signal.

2) Model the approximate component with long correlation properties using ARIMA to obtain an approximate component model \( A1 \). And the detail components with short correlation characteristics are modeled by AR/MA/ARMA algorithms to obtain the detail component models \( D1, D2, D3 \).

3) The predicted components \( a_{1}', d_{1}', d_{2}', d_{3}' \) are obtained by the models \( A1, D1, D2, \) and \( D3 \).

4) Fitting the predicted components to obtain predicted data of the original data.

B. Specific Algorithm Description

The prediction process of the approximate component and the detail component in Fig. 1 is similar. The difference is that the approximate component is non-stationary data, and it needs to be smoothed, and the detail components do not need to be processed. The key steps of the algorithm are described in detail below:

1. Discrete Wavelet Decomposition

Firstly, wavelet transform is performed on the spatial self-similar network data. And the traffic is decomposed over different frequency domains. Let \( \varphi(t) \in L^2(R) \), whose Fourier transform is \( \hat{\varphi}(\omega) \), and when \( \hat{\varphi}(\omega) \) satisfies the complete reconstruction condition or the identity resolution condition:

\[
\int |\hat{\varphi}(\omega)|^2 d\omega = \infty
\]  
(4)

Then the function \( \varphi(t) \) can be called a mother wavelet or a base wavelet. The following formula is obtained by panning and stretching the wavelet \( \varphi(t) \).

\[
\varphi_a(t) = \varphi \left( \frac{t-h}{a} \right)
\]  
(5)

This paper adopts the fast-binary discrete wavelet transform,
namely the Mallat algorithm [12]. The Mallat wavelet decomposition algorithm can be regarded as the frequency division of the original traffic through the high frequency and low frequency filters, and the multi-scale wavelet decomposition and reconstruction formulas are as follows:

**Decomposition formulas:**

\[
d_{l+1}^{j+1} = \sum_{i \in \mathbb{Z}} a_i^{j+1} \phi_{j+l,k}(x), \phi_{j,l}(x)
\]  

\[
d_{l+1}^{j+1} = \sum_{i \in \mathbb{Z}} c_i^{j+1} \phi_{j+l,k}(x), \phi_{j,l}(x)
\]

**Reconstruction formula:**

\[
a_{l}^{j} = \sum_{i \in \mathbb{Z}} a_i^{j} \phi_{j+l,k}(x), \phi_{j,l}(x)
\]

\[
a_{l}^{j} = \sum_{i \in \mathbb{Z}} d_i^{j} \phi_{j+l,k}(x), \phi_{j,l}(x)
\]

The Mallat wavelet decomposition algorithm can decompose the original signal of the spatial information network into an approximate component (i.e. a low frequency part) and a detail component (i.e. a high frequency part). The approximate component reflects the overall contour characteristics and trends of network traffic, the detail components reflect the effects of dynamic factors such as random disturbances of network traffic.

2. Judge the Prediction Model Type

According to the autocorrelation and partial correlation tailing and truncation characteristics of different detail components, it can be judged which type of model is used for modeling (including AR, MA and ARMA time series models), as shown in Table I.

**3. Determine the Model Order**

Take the ARIMA model as an example. In the model ARIMA\((p,d,q)\), the AIC criterion is used to determine the order \(p\) and \(q\) of the model mainly by judging whether the transformation process of the predictor is closest to stochastic process in the autoregressive model. If the upper bound \(P_0\) of \(p\) and the upper bound \(Q_0\) of \(q\) are known, for each pair \((k,j)\), \(0 \leq k \leq P_0, 0 \leq j \leq Q_0\), the AIC function can be calculated as:

\[
AIC(k,j) = \ln(\sigma^2(k,j)) + \frac{2(k+j)}{N}
\]

where \(\sigma^2\) represents an estimate of the white noise variance. The minimum point \((p,d)\) of \(AIC(k,j)\) is called the AIC order point \((p,d)\). If the minimum value is not unique, first select the minimum value corresponding to smallest \((k + j)\), and then take the minimum value corresponding to smallest \(j\).

4. Hybrid Prediction Model

In this paper, the wavelet transform is used to reveal the global and local characteristics of the spatial information network traffic, and reduce the self-similarity of signals in the frequency domain. The decomposed detail component signals exhibit a short correlation, reflecting the effects of dynamic factors such as random perturbations or abrupt changes, while the long correlation approximation component signals preserve the contour features and trends of the original stream. In this way, it is equivalent to modeling and predicting the initial traffic through a multi-class hybrid time series model. And the prediction results of different components are fitted to obtain the prediction traffic data, which can improve the flow prediction accuracy.

The approximate component is modeled using the ARIMA model ARIMA\((p,d,q)\), which can be described as:

\[
\Phi(B)\nabla^d x_t = \Theta(B)\epsilon_t
\]

\(\Phi(B)\) and \(\Theta(B)\) represent polynomials of degree \(p\) and number \(q\), whose expression is:

\[
\Phi(B) = 1 - \Phi_1 B - \cdots - \Phi_p B^p
\]

\[
\Theta(B) = 1 + \Theta_1 B + \cdots + \Theta_q B^q
\]

In addition, \(B x_t = x_{t-1}\) \(B\) is called the delay factor, and the difference factor of \(d\) is \(\nabla^d\), the relationship between \(B\) and \(\nabla^d\) is \(\nabla\equiv 1 - B\). The binomial expansion of \(\nabla^d\) is:

\[
\nabla^d = (1-B)^d = \sum_{k=0}^{d} \left(\begin{array}{c} d \\ k \end{array}\right) (-B)^k
\]
where \( d_k = \frac{d(d+1)\ldots(d+k-1)}{k!} \). For the detail components, after judging the model type by step (3), it is modeled and predicted according to the time series model method.

**IV. SIMULATION AND VERIFICATION**

**A. Simulation Model**

This paper uses the MAWI working group [13] to verify the traffic flow data collected on the ground backbone network. The simulated traffic data used were collected from May 9, 2018 to May 10, 2018 for a total of 48 hours. Counting once every 15 minutes, for a total of 192 data. It is calculated that the average speed of the ground backbone network reaches 660 Mbps, which can simulate the traffic flow data of the backbone satellite network. The data of the network traffic is shown in Fig. 2(a).

Observing the network traffic shown in Fig. 2(a), it can be found that the traffic is non-stationary, with obvious burstiness and periodicity. The R/S value of the network traffic is obtained by R/S estimation method, and the parameter H value is determined by the slope of the straight line fitted by the least squares method, and the self-similarity of the network traffic can be verified, as shown in Fig. 2(b). Its Hurst parameter is \( H = 0.8093 \), and it can be seen from \( H \in (0.5, 1) \) that the network traffic exhibits obvious self-similarity characteristics.

The db3 algorithm is used for wavelet decomposition, and the result is shown in Fig. 3. The approximate component conforms to the original traffic fluctuation trend, and the detail component reflects the short-term variation of the original traffic. The autocorrelation and partial correlation properties of each detail component after wavelet decomposition are analyzed. As shown in Fig. 4, the detail components after wavelet decomposition show the tailing characteristics of both autocorrelation and partial correlation estimation, which are modeled by ARMA model. The approximate component is modeled using the ARIMA model.

The prediction step size of the time series models is set to 1, the training sequence length is set to 184, the prediction sequence length is 8, and the prediction models are established for the approximate component and the detail component, respectively. The prediction results of each component are compared with the decomposition components as shown in Fig. 5.

As shown in Fig. 6, the prediction data obtained by the ARIMA model and the hybrid model are compared with the original data. It can be seen from Fig. 5 and Fig. 6 that comparing with the ARIMA model, the predicted value of the hybrid model is more in line with the change trend of the original flow.
In this paper, a hybrid time series model is proposed to model and predict spatial information network traffic. Through simulation analysis and performance evaluation, it is proved that compared with the ARIMA model, the proposed hybrid model has better prediction accuracy than the ARIMA model in the case of increasing the computational complexity of the algorithm. This model can provide an important basis for traffic planning, routing design and network behavior monitoring of spatial information networks.
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