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Abstract—In this paper, a nonlinear acoustic echo cancellation (AEC) system is proposed, whereby 3rd order Volterra filtering is utilized along with a variable step-size Gauss-Seidel pseudo affine projection (VSSGS-PAP) algorithm. In particular, the proposed nonlinear AEC system is developed by considering a double-talk situation with near-end signal variation. Simulation results demonstrate that the proposed approach yields better nonlinear AEC performance than conventional approaches.
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I. INTRODUCTION

Acoustic echo cancellation (AEC) is a classical application of adaptive filters to cancellation of acoustic echoes appearing in communication channels as depicted in Fig. 1. In particular, AEC is very effective in cancelling the acoustic echoes in such systems as telecommunications, internet telephony and audio and video conferencing system. However, since acoustic echoes can be produced from the open-air acoustic path between a loudspeaker and a microphone in hands-free full-duplex communication systems, communication quality may be severely degraded due to those echoes [1,2]. For that purpose, some AEC systems have been increasingly proposed recently. Furthermore, computationally efficient adaptive algorithms also have been developed to reduce computational cost of the corresponding AEC systems. For example, affine projection (AP) algorithms were reported, which yield faster convergence speed than the least-mean squares (LMS) methods and also requires much lower computational complexity than the recursive least-squares (RLS) method [3-5]. However, if the AP order increases, higher computational burden can be required for a matrix inversion or even stability problems may occur [4]. To solve those problems, the Gauss-Seidel pseudo affine projection (GS-PAP) algorithm was suggested in [5]. However, the performance of the GS-PAP algorithm may not be so good particularly when a non-unity step-size is chosen. In [7], a GS-PAP with variable step-size, called variable step-size PAP (VSS-PAP) algorithm, was proposed for linear AEC systems. Also, the variable step-size Gauss-Seidel pseudo affine projection (VSSGS-PAP) algorithm was reported [9], being robust to near-end signal variations in a double-talk situation.

In case of nonlinear AEC systems, Volterra filtering approaches were suggested [10,11], whereby the linear relation between system kernels and the system output is utilized, making it possible to extend conventional linear approaches further to nonlinear AEC [12-15].

In this paper, we propose a new nonlinear AEC, employing adaptive 3rd-order Volterra filtering with a VSSGS-PAP algorithm. The proposed approach is robust even to near-end signal variations, yielding stable nonlinear AEC performance and faster convergence than conventional Volterra AEC methods.

This paper is organized as follows: In Section II, the Volterra nonlinear AEC methods are discussed. In Section III, the proposed nonlinear AEC is presented by employing Volterra filtering with a VSSGS-PAP algorithm. Also, simulation results are provided in Section IV, and finally, Section V concludes this work.

II. VOLTERRA NONLINEAR AEC SYSTEM

The linear theory can be directly applied to Volterra filtering for nonlinear AEC systems [10-11] since the output of the...
Volterra filter is linear with respect to Volterra kernels. In particular, a block diagram for a nonlinear AEC using adaptive Volterra filtering is described in Fig. 2, where \( x[n] \) is a far-end signal as in Fig. 1.
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Fig. 2 Nonlinear AEC system

Also, \( \hat{h}[n] \) is an impulse response of an echo path. The input-output relation of a 3rd-order Volterra model can be expressed by \[ j[n] = \sum_{m=0}^{N} \sum_{m_1=0}^{N} \sum_{m_2=0}^{N} \hat{h}[m,m_1,m_2] x[n-m] x[n-m_1] x[n-m_2] + \sum_{m=0}^{N} \sum_{m_1=0}^{N} \sum_{m_2=0}^{N} \hat{h}[m,m_2,m_3] x[n-m] x[n-m_2] x[n-m_3], \] (1)

Furthermore, (1) can be simplified by adopting a matrix form as follows:

\[ j[n] = \hat{h}[n] x[n] \] (2)

In (2), \( x[n] \) is a Volterra input vector, and \( \hat{h}[n] \) is a Volterra kernel vector defined by\[ x[n] = [x[n], \ldots, x[n-N+1], x[n+1], \ldots, x[n+N-1]]^T, \]
\[ x[n] = [x[n], \ldots, x[n-N], x[n-1], x[n-2], \ldots, x[n-N+1], x[n+1], \ldots, x[n+N-1], x[n], \ldots, x[n+N], \ldots, x[n+N+1]]^T \]

\( \hat{h}[n] = \hat{h}_0[n], \ldots, \hat{h}_0[N-1], \hat{h}_0[0], \ldots, \hat{h}_0[0, N-1], \hat{h}_0[1, N-1], \]
\( \hat{h}_1[2], \ldots, \hat{h}_1[N-1, N-1], \hat{h}_1[0,0], \ldots, \hat{h}_1[0,0, N-1], \ldots, \]
\( \hat{h}_1[0,0], \ldots, \hat{h}_1[0,0, N-1, N-1]]^T \) (3)

As the difference between a real acoustic echo signal \( j[n] \) and a Volterra filter output \( \hat{j}[n] \), the following error signal \( d[n] \) is defined as:

\[ e[n] = d[n] - \hat{h}[n] x[n] \] (4)

In (5), \( d[n] \) is a desired signal. If a near-end speech signal \( x[n] \) or a background noise signal \( v[n] \) exists, \( d[n] = j[n] + x[n] + v[n] \), and if not, \( d[n] = j[n] + v[n] \).

III. NONLINEAR AEC USING A VSSGS-PAP ALGORITHM

The AP algorithm may have some problems in calculating the inversion of matrices causing the numerical unstability along with increased computational complexity [4-5]. To solve those problem, the GS-PAP algorithm [5] (i.e., an improved version of the AP algorithm) can be utilized by using the Gauss-Seidel method [5]. Thus, it enables us to obtain the matrix inverse in a more stable and efficient way. However, the performance of the GS-PAP algorithm can be degraded when a non-unity step-size is chosen [7]. Also, the VSSGS-PAP algorithm [9] recently reported for the linear AEC solves the step-size problem of the conventional GS-PAP algorithm, whereby the error signal filtered by linear prediction coefficients [7] and the near-end signal variations [8,9] are further considered.

The modified VSSGS-PAP algorithm proposed for the nonlinear AEC system can be expressed as follows:

\[ R_{1}[n] p[n] = b, \] (6)
\[ u[n] = \frac{1}{p_0} X_x[n] p[n], \] (7)
\[ \bar{e}[n] = \frac{1}{p_0} \mu[n] p^T[n] e[n]. \] (8)
\[ \hat{h}[n+1] = \hat{h}[n] + \frac{\bar{e}[n]}{\|u[n]\|_2} + \delta u[n], \] (9)

In (6)-(7), \( R_{1}[n] \) is the autocorrelation of the Volterra input vector, \( X_x[n] \) is a Volterra input matrix (i.e., \( X_x[n] = [x[n], x[n+1], \ldots, x[n-M+1]]^T \)), \( M \) is the affine projection order, and \( b \) is an \( M \times 1 \) vector with only one unity at the top (i.e., \( b = [1 \ 0 \ldots 0]^T \)). In (8), \( e[n] \) is an \( M \times 1 \) error signal vector (i.e., \( e[n] = [e[n], e[n-1], \ldots, e[n-M+1]]^T \)), and \( \mu[n] \) is the optimal linear prediction coefficient obtained by the Gauss-Seidel (GS) method [5]. In (9), \( \delta \) is the regularization factor which avoids division by zero, and \( u[n] \) and \( \bar{e}[n] \) are an approximated decorrelation vector and a filtered error vector, respectively.

Note that the following variable step-size \( \mu[n] \) can be obtained by modifying the results of [9]:

\[ \mu[n] = \frac{1}{1 - \frac{\|\bar{e}[n] - \sigma_e[n]\|}{\sigma_e^2[n]}}, \] (10)
\[\sigma^2[n] = \lambda \sigma^2[n-1] + \sigma^2[n]\]
\[\text{(11)}\]
\[\sigma^2[n] = \lambda \sigma^2[n-1] + (1-\lambda) \sigma^2[n]\]
\[\text{(12)}\]
\[\sigma^2[n] = \lambda \sigma^2[n-1] + (1-\lambda) \sigma^2[n]\]
\[\text{(13)}\]

In (10)-(13), \(\sigma^2[n]\) and \(\sigma^2[n]\) correspond to the expected powers of the desired signal and an adaptive filter output signal, respectively. \(\sqrt{\sigma^2[n] - \sigma^2[n]}\) in (10) denotes the near-end signal variation. Also, \(\sigma^2[n]\) is the variance of the error signal and \(\lambda\) is a forgetting factor close to 1. If the adaptive filter converges, both the near-end signal variation and the standard deviation \(\sigma^2[n]\) of the error signal become similar. Then, the step-size value is close to 0. If the adaptive filter does not converge, then the step-size becomes close to 1 [8-9]. The proposed approach is expected to yield faster convergence and lower misalignment even in case of near-end signal variations than conventional algorithms.

IV. SIMULATION RESULTS

To demonstrate the performance of the proposed approach, the following impulse response of an echo path is considered as in [13]:
\[f(x[n]) = 1.01333.x[n] - 0.01333.x^3[n]\]
\[\text{(14)}\]

For the quantitative performance measure in the proposed approach, the following Echo Return Loss Enhancement (ERLE) is adopted:
\[ERLE = 10 \log_{10} \frac{E\{y^2[n]\}}{E\{e^2[n]\}}\]
\[\text{(15)}\]

In (15), \(y[n]\) and \(d[n]\) denote the echo signal and the error signal, respectively, in case that the near-end signal is suppressed or cancelled. Note that the undistorted error signal \(d[n]\) can be written as
\[e[n] = d[n] - y[n]\]
\[\text{(16)}\]

In (16), \(y[n]\) is the echo replica. The far-end speech, the near-end speech, and the background noise signals (sampled at 8 kHz) for the simulation are shown in Fig. 3. In the simulation, (i) the single-talk situation is in 0-0.1sec, (ii) the interval (0.1 sec – 0.5sec) is in the double-talk situation, and (iii) the system finally returns to the single-talk situation at 0.5 sec. A white Gaussian noise with 20dB is added as the background noise.

Fig. 3 (a) Far-end speech signal, (b) near-end speech signal, and (c) Background noise signal

Fig. 4 ERLE curves for the nonlinear echo cancellation

The simulation results (obtained by applying the GS-PAP, VSS-PAP, and VSSGS-PAP methods) are shown in Fig. 4. More specifically, the curve, depicted by the solid line, denotes the ERLE value obtained by applying the proposed approach (i.e., VSSGS-PAP), and the dashed line denotes the ERLE value obtained by employing the GS-PAP. Finally, the dotted line denotes the ERLE value obtained by using the VSS-PAP algorithm. It can be seen from Fig. 4 that the proposed nonlinear echo cancellation approach provides better AEC performance even in a noisy environment.

V. CONCLUSION

In this paper, a nonlinear AEC approach is proposed, whereby a 3rd-order Volterra filtering with a VSSGS-PAP algorithm is employed. In particular, the proposed approach provides faster convergence and better AEC performance even in a double-talk situation with near-end signal variation, compared with the conventional AEC methods.
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