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Abstract—Detection and classification of power quality (PQ) disturbances is an important consideration to electrical utilities and many industrial customers so that diagnosis and mitigation of such disturbance can be implemented quickly. S-transform algorithm and continuous wavelet transforms (CWT) are time-frequency algorithms, and both of them are powerful in detection and classification of PQ disturbances. This paper presents detection and classification of PQ disturbances using S-transform and CWT algorithms. The results of detection and classification, provides that S-transform is more accurate in detection and classification for most PQ disturbance than CWT algorithm, where as CWT algorithm more powerful in detection in some disturbances like notching.
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I. INTRODUCTION

Power quality has become a very important issue over the last decade in which concerns in fast detection of disturbances has imposed special requirements for PQ monitoring equipment and created a need for sophisticated software to analyze the monitored data. Accurate measurement of power disturbance in real-time circumstance is also important for PQ monitoring and mitigation, protection and control in power systems [1]. This paper presents the detection and classification of PQ disturbances using S-transform and CWT in Matlab code for various types of PQ disturbances such as voltage sag, transient, notching and interruption. Various signal-processing techniques have been applied for detecting and classifying different types of PQ disturbances encountered in power systems. Among them, the most widely used are the fast Fourier transform (FFT) and the short time Fourier transform (STFT) [2].

Both the FFT and STFT techniques are mainly used for analyzing power disturbance signals of stationary in nature but for non-stationary signals, the techniques cannot track the signal dynamics properly because FFT can only show the existence of certain frequency components while STFT is limited to a fixed window width [2]. The alternative algorithms of STFT are the CWT. The CWT is used instead as an alternative approach for analyzing stationary, non-stationary and non-periodic wide band signals because of its ability to focus in short time intervals on the high frequency components and in long time intervals on the low frequency components. CWT leads to accurate frequency resolution and poor time location at low frequency. Reciprocally, the CWT provides accurate time location and bad frequency resolution at high frequency. Such a characteristic is appropriate for detecting signals such as voltage sag and transient overvoltage, a modification of the CWT known as the S-transform. The S-transform is based on a moving and scalable localizing Gaussian window and has characteristics superior to the CWT. It is fully convertible from the time domain to the two-dimensional frequency translation domain and to the familiar Fourier frequency domain. The amplitude-frequency–time spectrum and the phase–frequency–time spectrum are both useful in defining local spectral characteristics. The superior properties of the S-transform are due to the fact that the modulating sinusoids are fixed with respect to the time axis while the localizing scalable Gaussian window dilates and translates. As a result, the phase spectrum is absolute in the sense that it is always referred to the origin of the time axis or the fixed reference point [3]. The S-transform provides a better characterization and feature extraction of PQ disturbances [4].

II. CONTINUOUS WAVELET TRANSFORM THEORY

CWT approach is more flexible than that of STFT. CWT uses a time-window function that changes with frequency as opposed to the STFT in which the window function is fixed. This adaptive time window function is derived from a prototype function called mother wavelet. The mother wavelet is scaled and translated to provide information in the frequency and time domains, respectively [5]. The continuous wavelet transform can be defined as follows,

\[
CWT_x(t,s) = \int_{-\infty}^{\infty} x(\tau) \psi^*_{t,s}(\tau) d\tau
\]

where \( x(t) \) is a signal and \( \psi^*_{t,s}(\tau) \) is the wavelet basis function set defined as:

\[
\psi_{t,s}(\tau) = \frac{1}{\sqrt{s}} \psi \left( \frac{\tau - t}{s} \right)
\]
where $s$ is the scaling variable ($s > 0$) given by,

$$s = \sqrt{f}$$  

(3)

where $f_0$ is the frequency of the chosen mother wavelet.

The factor $1/\sqrt{s}$ in (2) is a scale-dependent normalization factor, employed so that all the wavelets have the same energy. For large values of $s$, the window function becomes a stretched version of the mother wavelet. Therefore, large values of $s$ provide a broad time-width windowing function located in the low frequency region of the frequency domain. On the other hand, small values of $s$ provide a narrow time-width windowing function located in the high-frequency region of the frequency domain. By substituting (2) into (1), and integrating it, the CWT becomes,

$$\text{CWT}_s(t,s) = \sqrt{s} \int_{-\infty}^{\infty} X(f') \psi^*(s(f') - f) e^{i2\pi f't} df'$$  

(4)

CWT has a filter-bank interpretation in which each wavelet basis function can be thought of as a filter through which the original signal is passed. Each filter, however, has a fixed relative bandwidth as opposed to the fixed absolute bandwidth of STFT [5].

### III. S-TRANSFORM THEORY

The S-transform produces a time-frequency representation of a time series signal by uniquely combining a frequency-dependent resolution that simultaneously localizes the real and imaginary spectra. The basis function for the S-transform is the Gaussian modulated sinusoid, so that it is possible to use intuitive notions of sinusoidal frequencies in interpreting and exploiting the resulting time-frequency spectrum. With the advantage of fast lossless invariability from time domain to time-frequency domain, and back to the time domain, the usage of the S-transform is very analogous to the Fourier transform. In the case of non-stationary disturbances with noisy data, the S-transform provides patterns that closely resemble the disturbance type and, thus, requires a simple classification procedure. Furthermore, the S-transform can be derived from the CWT by choosing a specific mother wavelet and multiplying a phase correction factor. Thus, the S-transform can be interpreted as a phase-corrected CWT [6].

The S-transform is obtained by multiplying the CWT with a phase factor, which is expressed as,

$$S(\tau, f) = \text{CWT} (\tau, d) e^{i2\pi f\tau}$$  

(6)

Substituting (5) into (6), the S-transform becomes,

$$S(\tau, f) = \int_{-\infty}^{\infty} x(t) w(t - \tau, d) e^{i2\pi f\tau} dt$$  

(7)

The mother wavelet for this particular case is defined as,

$$w(t, f) = g(t) e^{-i2\pi f t}$$  

(8)

where,

$$g(t) : \text{Gaussian window given as,}$$

$$g(t) = \frac{1}{\sigma\sqrt{2\pi}} e^{-t^2/2\sigma^2}$$  

(9)

$\sigma$ is the Gaussian window width which is given by,

$$\sigma(f) = T = \frac{1}{|f|}$$  

(10)

Substituting (9) and (10) into (8), we get,

$$w(t, f) = \frac{|f|}{\sqrt{2\pi}} e^{-t^2/2} e^{-i2\pi ft}$$  

(11)

Substituting (11) into (7), the final S-transform equation becomes,

$$S(\tau, f) = \int_{-\infty}^{\infty} x(t) e^{-(t-\tau)^2/2} e^{-i2\pi f t} dt$$  

(12)

The S-transform distinguishes itself from the many time-frequency representations by combining progressive resolution with absolutely referenced phase information. Daubechies has stated that progressive resolution gives a fundamentally sounder time-frequency representation [8]. In this case, the term referenced phase means that the phase information given...
by the S-transform is always referenced to time $t = 0$, which is also true for the phase given by the Fourier transform. This is different from the CWT where the phase of the wavelet transform is relative to the center (in time) of the analyzing wavelet. Thus, as the wavelet translates, the reference point of the phase translates [9].

The S-transform has some unique properties in which it uniquely combines frequency dependent resolution with absolutely reference phase so that the time average of the S-transform equals the Fourier spectrum. It simultaneously estimates the local amplitude spectrum and the local phase spectrum, whereas the wavelet approach is only capable of probing the local amplitude and power spectrum. The S-transform can independently probe the positive and the negative frequency spectra whereas many wavelet approaches are incapable of being applied to a complex time series. It is sampled at the discrete Fourier transform frequencies unlike the CWT where the sampling is random [9].

A. PQ disturbances Detection Using S-transform and CWT

The analysis of PQ disturbances using both algorithms S-transform and CWT, shows that S-transform more accurate than wavelet except notching disturbances where CWT is better than S-transform. Fig. 1 up to Fig. 5 shows the results of analysis.

B. PQ disturbances Classification Using S-transform and CWT

Based on coefficients, CWT used to classify the PQ disturbances which are relatively many disturbances not classified correctly. S-transform is more reliable for PQ classification than CWT. To use S-transform for PQ classification, feature is extracted from the contour result [10]. Feature extraction is a preprocessing operation that transforms a pattern from its original form to a new form suitable for further processing. The first step in performing feature extraction process is by mapping the data of a distorted signal into its S-transform domain. For non-stationary disturbances with noisy data, the S-transform provides patterns that closely resemble the disturbance type. Features of the disturbance signals are extracted from the S-transform analysis in terms of TFR curve which is in the form of contour. The features extracted from the S-transform analysis are then used to formulate rules for the simple rule based system developed for classifying the PQ disturbances. Table I shows the features extracted from S-transform analysis.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_1$</td>
<td>Amplitude factor obtained using S-transform</td>
</tr>
<tr>
<td>$F_2$</td>
<td>The difference between maximum values of clear and distorted signals</td>
</tr>
<tr>
<td>$F_3$</td>
<td>Mean value of S-transform of clean signal</td>
</tr>
<tr>
<td>$F_4$</td>
<td>S-transform absolute value of the frequency of the largest amplitude of each time step</td>
</tr>
</tbody>
</table>

### Table II

<table>
<thead>
<tr>
<th>Type of PQ disturbance</th>
<th>Number of waveforms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voltage Sag</td>
<td>100</td>
</tr>
<tr>
<td>Notching</td>
<td>115</td>
</tr>
<tr>
<td>Impulsive Transient</td>
<td>100</td>
</tr>
<tr>
<td>Interruption</td>
<td>100</td>
</tr>
<tr>
<td>Clean Signal</td>
<td>100</td>
</tr>
</tbody>
</table>

---

**Fig. 1 Transient disturbance detection using S-transform and CWT**
C. Preparation of Experimental Data

To avoid having some feature components with large dynamic range dominating other small feature components, normalization of data is applied. In the PQ database, 515 disturbance waveforms were stored in which the data was obtained from PQ monitoring carried out by the utility. Various types of PQ disturbances in the database are shown in Table II.
III. PQ DISTURBANCE CLASSIFICATION RESULTS

To validate the proposed rule based expert system, it has been tested with 515 samples of disturbance data collected from utility PQ monitoring. Table III shows the PQ disturbance classification results in which the average percentage of correct classification for all events is 98.2%. From the table, it is noted that notching disturbance is relatively difficult to classified using S-transform. From the results, it can be concluded that accurate disturbance classification can be obtained, in which only nine disturbances are incorrectly classified, while all the other disturbances are correctly classified.

<table>
<thead>
<tr>
<th>Power Quality Event Type</th>
<th>Total no. of data sets</th>
<th>Testing Data No. of Data Correctly Classified</th>
<th>No. of Data Incorrectly Classified</th>
<th>% Correct classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voltage Sag</td>
<td>100</td>
<td>97</td>
<td>3</td>
<td>97</td>
</tr>
<tr>
<td>Notching</td>
<td>115</td>
<td>109</td>
<td>6</td>
<td>94.7</td>
</tr>
<tr>
<td>Transient</td>
<td>100</td>
<td>100</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>Interruption</td>
<td>100</td>
<td>100</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>Clean Signal</td>
<td>100</td>
<td>100</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>Total Events</td>
<td>515</td>
<td>506</td>
<td>9</td>
<td>98.2</td>
</tr>
</tbody>
</table>

IV. CONCLUSION

Detection and classification of various PQ disturbances using S-transform and CWT has been analysis. CWT is shows better detection in some disturbance and S-transform is powerful in both detection and classification with weakness in some disturbance. Using the S-transform algorithm, the features of disturbances were extracted and then used in the PQ classification. 515 samples of disturbances obtained from utility PQ monitoring were used for validating the effectiveness classifying the PQ disturbances. The average percentage of correct classification for classifying 515 events is 98.2%.
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