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Abstract—This paper presents a implementation of an object tracking system in a video sequence. This object tracking is an important task in many vision applications. The main steps in video analysis are two: detection of interesting moving objects and tracking of such objects from frame to frame. In a similar vein, most tracking algorithms use pre-specified methods for preprocessing. In our work, we have implemented several object tracking algorithms (Meanshift, Camshift, Kalman filter) with different preprocessing methods. Then, we have evaluated the performance of these algorithms for different video sequences. The obtained results have shown good performances according to the degree of applicability and evaluation criteria.
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I. INTRODUCTION

Object tracking is an important research topic in computer vision. The rapid increase in numbers of great powered computers, the availability of high quality and high precision and cheap video cameras. Consequently, the use of object tracking (person, face, hand, glass, car) is in the tasks of automobile driver assistance, vehicle navigation, robotics, human-computer interaction, video surveillance, biometric, video games and industrial automation and security. Most of these applications require reliable object tracking techniques that meet in real-time constraints. The object tracking in a video sequence can be defined the dynamic entities that constantly change under the influence of several factors. In the physical world, there are five parameters to be considered: changes of the appearance, illumination, scale, object, and movement of the object (fast or slow). The variation of one of these parameters can influence the results of our tracking algorithm (the change of illumination, the change of scale, the change in appearance, the change of motion of the object and the change of the object). A huge number of tracking methods which have been proposed in earlier researches. In a tracking video sequence, an object can defined as anything that is interesting for analysis. For example, people walking on a road, planes in the air, cars in the road, and hand or a face in motion, etc. In recent researches, the form and appearance representations are classified into three families as the representation by points, representation by bounding boxes and the object silhouettes and contour [4]. These methods for object tracking in video sequence and the feature selection for tracking are applied for many tracking algorithms in the earlier researches. Selecting the right feature plays a critical role in the tracking object in video sequence. Feature selection is closely related to the object representation. The object motion analysis usually focuses on simple characteristics such as texture, color, shape, geometry, etc. In general, many tracking algorithms use a combination of these features. In general, these features are selected manually by the user, depending on the application domain. However, the problem of automatic feature selection has received considerable attention in pattern recognition, namely the detection of objects to achieve tracking in video sequences. Tracking is often the first step in an analysis of activities, interactions and relationships between objects of interest. Many algorithms of object tracking have been proposed and developed. Tracking is the estimation and analysis of trajectories of an object in the plane of the image by moving through a sequence of images or video. These include for example when the main existing algorithms in the literature as the block-matching, KLT, the Kalman filter [6], [5] , Meanshift [2], [7] and Camshift [11], [9], [10].

The rest of paper is organized as follow: section 2 presents the object tracking system. In section 3, we describe the principle methods of preprocessing, to detect the exact position of the object in the images of the sequence analyzed and the experimental results and shows the performance of our object tracking in a video sequence. In section 4 summarizes our work and outlines potential future improvements.

II. OBJECT TRACKING SYSTEM

To ensure good organization the progress of work, we used the benefits of modular design in our algorithm implemented using MATLAB. The goal of an object tracking is to generate the trajectory of an object over time by discovering its exact position in every frame of the video sequence. we have implemented several object tracking algorithms (Meanshift, Camshift, Kalman filter) with different preprocessing methods. The algorithm for object tracking is composed of three modules: selection object module in the first frame of the sequence, the module of Meanshift algorithm and the module of Camshift algorithm. The selection module selects the position of the object in the first frame. It consists of extracting the module initialization parameters that are moving through the position, size, width, length of the search window of the object in the first frame of the sequence. The step of object tracking system are shown in figure 1.

A. Meanshift

The meanshift algorithm is a non-parametric method [13], [2], [7]. It provides accurate localization and efficient matching
The moments of order one \((M_{10}, M_{01})\) are calculated by equations (2).

\[
M_{10} = \sum_{x} \sum_{y} x \times I(x, y); M_{01} = \sum_{x} \sum_{y} y \times I(x, y) \tag{2}
\]

We find the centre of mass of the object by means of the moments of zero order and one, \((xc, yc)\) is expressed by the equation (3).

\[
xc = \frac{M_{10}}{M_{00}}; yc = \frac{M_{01}}{M_{00}} \tag{3}
\]

### B. Camshift

The principle of the CamShift algorithm is given in [12], [9], [10], [11], is based on the principles of the algorithm Meanshift. Camshift is able to handle the dynamic distribution by adjusting the size of the search window for the next frame based on the moment zero of the current distribution of images. In contrast to the algorithm Meanshift who is conceived for the static distributions, Camshift is conceived for a dynamic evolution of the distributions. It adjusts the size of searching window by invariant moments. This allows the algorithm to anticipate the movement of objects to quickly track the object in the next frame. Even during the fast movements of an object, Camshift is still capable of tracking well. It occurs when objects in video sequences are tracked and the object moves such that the size and location of the change in probability distribution changes in time. The initial search window was determined by a detection algorithm or software dedicated to video processing. The Camshift algorithm calls upon the Meanshift one to calculate the target centre in the probability distribution image, but also the orientation of the principal axis and dimensions of the probability distribution. Defining the first and second moments for \(x \) and \( y \). These parameters are given from the first and second moments, are defined by equations (4, 5 et 6).

\[
M_{20} = \sum_{x} \sum_{y} x^2 \times I(x, y) \tag{4}
\]

\[
M_{02} = \sum_{x} \sum_{y} y^2 \times I(x, y) \tag{5}
\]

\[
M_{11} = \sum_{x} \sum_{y} x \times y \times I(x, y) \tag{6}
\]

The orientation of the major axis and the scale of the distribution are determined by finding an equivalent rectangle that has the same moments as those measured from the 2D probability distribution image. The orientation is defined by the equation (7).

\[
\theta = \arctan\left(\frac{2(x \times M_{01} - x_c \times y_c)}{(M_{20} - x_c^2) - (M_{02} - y_c^2)}\right) \tag{7}
\]

The first two eigenvalues (the length and width of the probability distribution) are calculated in closed form as follows in the equations (8), (9) and (10).

\[
a = \frac{M_{20}}{M_{00}} - x_c^2 \tag{8}
\]
The Kalman filter estimates the position of the object in each frame of the sequence [6], [5]. The input parameters of the Kalman filter, respectively, the position of the object in the image at time $k$, the size of the object and the width and length of the search window of the object which vary due to the mobility of the object during the sequence. These parameters represent the state vector and measurement vector of the Kalman filter. In general, the estimation of parameters followed with a Kalman filter is a process that requires the following steps:

1. The measure is to take the tracking parameters calculated by the algorithm Camshift.
2. The estimate, which updates the position of the object.
3. The prediction, which calculates the position of the object in the next frame.

The variable parameters of the Kalman filter are the state vector and measurement vector: The state vector is composed of the initial position, width and length of the search window and the center of mass of the object $(x_c, y_c)$ at time $t_k$. This vector is presented by equation (13).

$$s_k = (x_k, y_k, W_k, L_k, x_c, y_c)$$  \hspace{1cm} (13)

The measurement vector of the Kalman filter is composed of the initial position, length and width of the search window of the object at time $t_k$. This vector is given by equation (14).

$$z_k = (x_k, y_k, W_k, L_k)$$  \hspace{1cm} (14)

C. Block Kalman filter

The Kalman filter estimates the position of the object in each frame of the sequence [6], [5]. The input parameters of the Kalman filter, respectively, the position of the object in the image at time $k$, the size of the object and the width and length of the search window of the object which vary due to the mobility of the object during the sequence. These parameters represent the state vector and measurement vector of the Kalman filter. In general, the estimation of parameters followed with a Kalman filter is a process that requires the following steps:

1. The measure is to take the tracking parameters calculated by the algorithm Camshift.
2. The estimate, which updates the position of the object.
3. The prediction, which calculates the position of the object in the next frame.

The variable parameters of the Kalman filter are the state vector and measurement vector: The state vector is composed of the initial position, width and length of the search window and the center of mass of the object $(x_c, y_c)$ at time $t_k$. This vector is presented by equation (13).

$$s_k = (x_k, y_k, W_k, L_k, x_c, y_c)$$  \hspace{1cm} (13)

The measurement vector of the Kalman filter is composed of the initial position, length and width of the search window of the object at time $t_k$. This vector is given by equation (14).

$$z_k = (x_k, y_k, W_k, L_k)$$  \hspace{1cm} (14)

1) Process to estimate : The Kalman filter estimates the state $s$ a discrete process, this state is modeled by the linear equation (15).

$$s_k = A \times s_{k-1} + w_{k-1}$$  \hspace{1cm} (15)

With $A$ (16) is the transition matrix, $w_k$ is the noise process and $dt$ is the difference between the two moments $k$ and $k - 1$($dt = 1$).

$$A = \begin{pmatrix} 1 & 0 & dt & 0 & 0 & 0 \\ 0 & 1 & 0 & dt & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \end{pmatrix}$$  \hspace{1cm} (16)

$$b = 2 \times \left( \frac{M_{11}}{M_{00}} - x_c \times y_c \right)$$  \hspace{1cm} (9)

$$c = \frac{M_{02}}{M_{00}} - y_c^2$$  \hspace{1cm} (10)

The length and width of the distribution around the centroid is then given by equations (11) and (12).

$$l = \sqrt{\frac{(a + c) + \sqrt{b^2 + (a - c)^2}}{2}}$$  \hspace{1cm} (11)

$$w = \sqrt{\frac{(a + c) - \sqrt{b^2 + (a - c)^2}}{2}}$$  \hspace{1cm} (12)

The measurement vector of the Kalman filter is composed of $a$, $b$, $c$, and the center of mass of the object $(x_c, y_c)$ at time $t_k$. This vector is given by equation (14).

$$z_k = H \times s_k + v_k$$  \hspace{1cm} (17)

With $H$ (18) is the measurement matrix:

$$H = \begin{pmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \end{pmatrix}$$  \hspace{1cm} (18)

Noise process "$w_{k-1}$" and as "$v_k$" are assumed independent of state vectors and measurement and normal distributions and white that are presented by equations (19) et (20):

$$p(w) \sim N(0, Q)$$  \hspace{1cm} (19)

$$p(v) \sim N(0, R)$$  \hspace{1cm} (20)

The process noise is of the form (21):

$$w_{k-1} = \begin{pmatrix} 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \end{pmatrix}$$  \hspace{1cm} (21)

The measurement noise is presented by the matrix of dimension $(4 \times 1)$ (22):

$$v_k = \begin{pmatrix} 0.1 \\ 0.1 \\ 0 \\ 0 \end{pmatrix}$$  \hspace{1cm} (22)

So the covariance of process noise and measurement are deducted from $w_{k-1}$ and $v_k$ by the matrices (23) et (24):

$$Q = \begin{pmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{pmatrix}$$  \hspace{1cm} (23)

$$R = \begin{pmatrix} 0.1 & 0 & 0 & 0 \\ 0 & 0.1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}$$  \hspace{1cm} (24)

2) The equations for updating: Finally, the output equations for the two blocks of prediction and correction of Kalman filter are:

- Equations for predicting (25), (26):

$$\hat{s}_k = A \times \hat{s}_{k-1}$$  \hspace{1cm} (25)

$$P_k^- = A \times P_{k-1} \times A^T + Q$$  \hspace{1cm} (26)

- Correction Equations (27), (28) and (29):

$$K_k = P_k^- \times H^T \times (H \times P_k^- \times H^T + R)^{-1}$$  \hspace{1cm} (27)

$$\hat{s}_k = \hat{s}_k + K_k \times (z_k - H \times \hat{s}_k)$$  \hspace{1cm} (28)
The expression of the estimation error is given by equation 30.

\[ E(x) = x_{\text{Kalman}} - x_{\text{Camshift}} \]  

The results of error calculation for estimating the parameters of our monitoring algorithm (Camshift and Kalman filter) are given in table I.

### TABLE I
THE RESULTS OF ERROR CALCULATION OF THE PARAMETERS OF STATE VECTORS CALCULATED.

<table>
<thead>
<tr>
<th>N d’images</th>
<th>E(x)</th>
<th>E(y)</th>
<th>E(W)</th>
<th>E(L)</th>
<th>E(x_c)</th>
<th>E(y_c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.1103</td>
<td>-0.9389</td>
<td>0.1103</td>
<td>0.1103</td>
<td>0.1103</td>
<td>0.1103</td>
</tr>
<tr>
<td>10</td>
<td>22.4086</td>
<td>0.1237</td>
<td>22.4086</td>
<td>0.1237</td>
<td>22.4086</td>
<td>0.1237</td>
</tr>
<tr>
<td>15</td>
<td>0.1073</td>
<td>0.1073</td>
<td>0.1073</td>
<td>0.1073</td>
<td>0.1073</td>
<td>0.1073</td>
</tr>
<tr>
<td>25</td>
<td>0.1073</td>
<td>0.1073</td>
<td>0.1073</td>
<td>0.1073</td>
<td>0.1073</td>
<td>0.1073</td>
</tr>
<tr>
<td>35</td>
<td>0.1073</td>
<td>0.1073</td>
<td>0.1073</td>
<td>0.1073</td>
<td>0.1073</td>
<td>0.1073</td>
</tr>
<tr>
<td>45</td>
<td>0.1073</td>
<td>0.1073</td>
<td>0.1073</td>
<td>0.1073</td>
<td>0.1073</td>
<td>0.1073</td>
</tr>
<tr>
<td>55</td>
<td>0.1073</td>
<td>0.1073</td>
<td>0.1073</td>
<td>0.1073</td>
<td>0.1073</td>
<td>0.1073</td>
</tr>
<tr>
<td>65</td>
<td>0.1073</td>
<td>0.1073</td>
<td>0.1073</td>
<td>0.1073</td>
<td>0.1073</td>
<td>0.1073</td>
</tr>
<tr>
<td>75</td>
<td>0.1073</td>
<td>0.1073</td>
<td>0.1073</td>
<td>0.1073</td>
<td>0.1073</td>
<td>0.1073</td>
</tr>
<tr>
<td>85</td>
<td>0.1073</td>
<td>0.1073</td>
<td>0.1073</td>
<td>0.1073</td>
<td>0.1073</td>
<td>0.1073</td>
</tr>
<tr>
<td>95</td>
<td>0.1073</td>
<td>0.1073</td>
<td>0.1073</td>
<td>0.1073</td>
<td>0.1073</td>
<td>0.1073</td>
</tr>
</tbody>
</table>

III. EXPERIMENTAL RESULTS

We implemented the proposed algorithm in MATLAB, and tested it on five sequence video. The tests video sequences was a public in Internet, which can be downloaded from [22], [21], [20], [19]. This video has been adopted by many researchers to test their algorithms, because of its capacity in simulating various tracking conditions, including illumination changes, pose variations, occlusions, and distraction. Since ensemble tracking is a general framework for tracking objects, several object tracking algorithms (Meanshift, Camshift, Kalman filter), and a pre-specified methods for preprocessing (method of histogram color [9], method of background subtraction [1], [9], and method of detection skin color [18], [17]) are evaluated to achieve a good tracking performance. An adaptive first pre-processing the histogram color was tested to the video sequences. The algorithm tracks the object as it moves from one frame to the next one in approximately 0.15 second on a 2.2GHz PC in Matlab. The first experiment is on a video sequence of glass in hand man with 100 frames of spatial resolution 320 × 240. The tracking target is the moving glass. The second experiment is on a sequence with 100 frames of spatial resolution 144 × 176. In this video, we will track a motion of face. To save space, we only show the experimental results preprocessing and tracking object in three sequence an by the proposed method in Figure 3, 4. As shown in Figure 5, the trajectories of the glass for the three algorithms tracking by the Camshift algorithm and the estimated trajet location of the Kalman filter in the frame plane.

Table II shows the experimental results obtained with the tests sequences by the proposed method preprocessing of histogram. Thus precision and execution time ratio were obtained comparing to those for the tests video sequence. The experimental results show that the proposed method tracks the face and the glass more reliably and more accurately but the car information is lost thereby leading to failure tracking. I remedied the problems tracking a moving car using the second method of background subtraction. Table III shows measurements of precision calculated and execution time for test sequences of our tracking algorithm using as preprocessing method of background subtraction. The Figure 6 show tracking
process of the moving car obtained in this method. The third

![Image of tracking results](image_url)

Fig. 6. Tracking results of the moving car by the background substraction.

proposed method preprocessing is the detection of human skin color by RGB space. This method is what determines that an image contains faces or not and if any is to return their size and position in the image. The detection is based on the RGB color space. Detection in this case requires no skin model and no conversion of color space, it checks if just the triple (R, G, B) is a skin color or no-skin color. The proposed method successfully tracks the face over the whole sequence of Forman. The precision value and the time execution are respectively 97.05%, 17.021 seconds. Table IV lists the execution time corresponding to the different preprocessing used with our algorithm object tracking for all video sequences analyzed. We note that the two pre-processing methods (background subtraction and detection of skin color) are the fastest and the calculation of a histogram is the slowest.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>frames</th>
<th>Histogram</th>
<th>Background</th>
<th>Skin color</th>
</tr>
</thead>
<tbody>
<tr>
<td>Foreman</td>
<td>100</td>
<td>18.355861 (s)</td>
<td>×</td>
<td>17.021(s)</td>
</tr>
<tr>
<td>Redcup</td>
<td>100</td>
<td>21.113581 (s)</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>PETS 20011</td>
<td>100</td>
<td>11.858783 (s)</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>PETS 20012</td>
<td>133</td>
<td>14.519240 (s)</td>
<td>93.119879 (s)</td>
<td>×</td>
</tr>
</tbody>
</table>

TABLE IV

THE EXECUTION TIME FOR DIFFERENT METHOD PRE-PROCESSING.

IV. CONCLUSION

This paper focuses on simultaneous tracking of multiple object (a human, a face, a hand, a glass, a car). During the test sequences generated with different methods of pre-processing, we can conclude that the tracking of objects differs from one object to another and several parameters can affect the results of tracking. Experimental results show that our algorithm (Camshift and the Kalman filter) is superior in terms of precision, reliability and execution time, compared the various methods presented in the literature. In particular, the use of several methods preprocessing to detect the object in each frame of the sequence, provides satisfactory results in the case of the complex video sequence (illumination change, change in appearance, scale, change of subject and object movement).
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