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Abstract—Microaneurysm is a key indicator of diabetic retinopathy that can potentially cause damage to retina. Early detection and automatic quantification are the keys to prevent further damage. In this paper, which focuses on automatic microaneurysm detection in images acquired through non-dilated pupils, we present a series of experiments on feature selection and automatic microaneurysm pixel classification. We found that the best feature set is a combination of 10 features: the pixel's intensity of shade corrected image, the pixel hue, the standard deviation of shade corrected image, DoG4, the area of the candidate MA, the perimeter of the candidate MA, the eccentricity of the candidate MA, the circularity of the candidate MA, the mean intensity of the candidate MA on shade corrected image and the ratio of the major axis length and minor length of the candidate MA. The overall sensitivity, specificity, precision, and accuracy are 84.82%, 99.99%, 89.01%, and 99.99%, respectively.

Keywords—Diabetic retinopathy, microaneurysm, naive Bayes classifier

I. INTRODUCTION

DIABETIC retinopathy (DR) is a severe eye disease and a major cause of blindness [1]. Microaneurysm appeared at the earliest clinically localized characteristic of DR, their detection would help to early treatment and prevent the blindness. Diabetes patients need to have eye screening each year in order to prevent the blindness. However, manual examination by ophthalmologists takes time and the number of ophthalmologists is not sufficient to cope with all patients.

In this paper we concentrate on MA detection as the earliest clinically localized characteristic of DR [2]. Retinal MAs are focal dilatations of retinal capillaries. They are discrete, localized saccular distensions of the weakened capillary walls and appear as small round dark red dots on the retinal surface. The diameter of a MA lies between 10 and 100 μm, but it always smaller then a diameter λ < 125 μm [2], [3].

Most of the previous researches is based on imagery acquired after dilating the pupils, e.g. with Tropicamide eye drops, in which MA and other retinal features are clearly visible.


Some are based on region growing. C. Sinthanayothin et al. [7] propose an automated system of detection of diabetic retinopathy using recursive region growing segmentation (RRGS). D. Usher et al. [8] employ a combination of RRGS and adaptive intensity thresholding to detect candidate lesion regions and a neural network is used for classification.

Clustering has also been proposed. B. Dupas et al. [9] use a diameter-closing to segment MA candidate regions and k-nearest neighbours (kNN) to classify MA. M. Niemeijer et al. [10] combine prior works by T. Spencer et al. [3] and A. Frame et al. [5] with a detection system based on pixel classification and new features are proposed. A kNN classifier was used in the final step. Gardner et al. [11] use a back propagation neural network on sub-images (20x20 or 30x30 pixel windows). B. Zhang et al. [12] use multi-scale correlation coefficients (MSCF). They detect coarse MA regions and a neural network is used for classification.

In previous work, we have proposed MA detection using mathematical morphology [13]. Here we take a machine learning approach to the problem of MA classification. Our method performs MA feature selection and classification using naive Bayes classifier. The optimal feature selection is proposed.

The proposed system includes noise removal, contrast enhancement and shade correction. Vessels, exudates and optic disc are also detected and removed. The candidate MAs are detected by using a set of optimally adjusted mathematical morphology. The MA features are extracted, and then classified those features using a model built from a training set. The final classifier is a substantial improvement on previous work.

II. METHOD

The 45 digital retinal images taken from patients with non-dilated pupils were obtained from a KOWA-7 non-mydriatic retinal camera with a 45° field of view. The image size is 752
The green plane ($f_\text{g}$) of the original image in RGB plane is used as red lesions such as MA and blood vessels have the highest contrast with the background in this color plane. A median filtering operation is applied on $f_\text{g}$ to attenuate the noise before a Contrast Limited Adaptive Histogram Equalization was applied for contrast enhancement. A shade correction algorithm is applied to the green band in order to remove slow background variation due to non-uniform illumination. Original RGB and shade corrected images are shown in Fig. 1.

![Fig. 1 Retinal image](a) original RGB image (b) Shade corrected image)

**B. Bright Lesions Detection**

We have to remove bright lesions such as exudates prior to the process because when they lie close together, small islands are formed between them and they can be wrongly detected as MAs. The morphological reconstruction method is used for exudate detection. The optic disc is also detected in order to avoid the false detection. The entropy and their compactness are computed [14].

**C. Vessels Detection**

Vessels are another element in the image that needs to be removed prior the MA detection since MA and vessels both appear in a reddish color and MAs cannot occur on vessels. Candidate vessels are detected by the difference between the image after closing operator and the filled-in small black dot image. The objects on the difference image which have size smaller than 10 pixels (in our image set of size 752 x 500 pixels, the size of a MA is about 10 pixels.) are then removed.

**D. MA Candidate Detection**

The extended-minima transform is applied to the shade corrected image ($f_{\text{sc}}$) image. It is the regional minima of h-minima transform. The output image $f_\text{E}$ is a binary image with the white pixels represent the regional minima in the original image. The extended minima transform on the $f_{\text{sc}}$ image with threshold value $\alpha_2$ ($\alpha_2 = 0.05$ is used) is shown in (1).

$$f_\text{E} = EM(f_{\text{sc}}, \alpha_2)$$

where $f_\text{E}$ is the output image.

The previous detected exudates, vessels and optic disc were removed from the resulting image. The result is shown in Fig. 2 (b).

![Fig. 2 Vessel and extended-minima transform image](a) vessel detected (b) extended-minima transform image)

$$f_{\text{VE}_{\text{removed}}} = f_\text{E} - f_{\text{vesselT}} - f_{\text{ex}} - f_{\text{od}}$$

where $f_{\text{ex}}$ is the exudate detected image and $f_{\text{od}}$ is the optic disc detected image.

**E. Feature Extraction**

A total feature set contains 18 features are proposed to distinguish MA pixels from non-MA pixels. All 18 features are z-scale (transform to a mean of 0 and a standard deviation of 1) using the statistics of each feature over the training set.

The list of 18 features is shown in Table I. Example of input images is shown in Fig. 3.

<table>
<thead>
<tr>
<th>No.</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>The pixel’s intensity value of shade corrected image ($I_{\text{sc}}$)</td>
</tr>
<tr>
<td>2</td>
<td>The pixel’s intensity value of green band image after preprocessing ($I_{\text{g}}$)</td>
</tr>
<tr>
<td>3</td>
<td>The pixel’s hue</td>
</tr>
<tr>
<td>4</td>
<td>The standard deviation of shade corrected image. A window size of 15x15 is used.</td>
</tr>
<tr>
<td>5</td>
<td>The standard deviation of green band image after preprocessing. A window size of 15x15 is used.</td>
</tr>
<tr>
<td>6-11</td>
<td>Six Difference of Gaussian (DoG) filter responses. The DoG filter subtracts one blurred version of an original image from another blurred version of the image [16]. We convolve with seven different Gaussian kernels with standard deviations of 0.5, 1, 2, 4, 8, 16, and 32. We use DoG1, DoG2, DoG3, DoG4, DoG5 and DoG6 to refer to the features obtained by subtracting the image at scale $\sigma = 0.5$ from scale $\sigma = 1$, scale $\sigma = 1$ from $\sigma = 2$, scale $\sigma = 2$ from $\sigma = 4$, scale $\sigma = 4$ from $\sigma = 8$, scale $\sigma = 8$ from $\sigma = 16$, and scale $\sigma = 16$ from $\sigma = 32$, respectively</td>
</tr>
<tr>
<td>12</td>
<td>The area of the candidate MA</td>
</tr>
<tr>
<td>13</td>
<td>The perimeter of the candidate MA</td>
</tr>
<tr>
<td>14</td>
<td>The eccentricity of the candidate MA</td>
</tr>
<tr>
<td>15</td>
<td>The circularity of the candidate MA</td>
</tr>
<tr>
<td>16</td>
<td>The mean intensity of the candidate MA on shade corrected image</td>
</tr>
<tr>
<td>17</td>
<td>The mean intensity of the candidate MA on green band image</td>
</tr>
<tr>
<td>18</td>
<td>The ratio of the major axis length and minor length of the candidate MA</td>
</tr>
</tbody>
</table>
measure a finite set of features \( \mathbf{x} = (x_1, ..., x_n) \) then select the class

\[
\hat{y} = \arg \max_y P(y|\mathbf{x})
\]

where

\[
P(y|\mathbf{x}) \propto P(\mathbf{x}|y) P(y)
\]

(3)

\( P(\mathbf{x}|y) \) is the likelihood of feature vector \( \mathbf{x} \) given class \( y \), and \( P(y) \) is the priori probability of class \( y \). Naive Bayes assumes that the features are conditionally independent given the class:

\[
P(\mathbf{x}|y) = \prod_i P(x_i|y)
\]

We estimate the parameters \( P(x_i|y) \) and \( P(y) \) from training data.

After z-scaling, all of our features \( x_i \) are continuous, but the simple version of naive Bayes just described requires discrete features, so we perform unsupervised proportional \( k \)-interval discretization as implemented in Weka [18]. The technique uses equal-frequency binning, where the number of bins is the square root of the number of values.

We first estimate the model of Equation 3 from a training set using all features then evaluate the resulting classifier's performance on a separate test set. Then we iteratively delete features until the average of the precision (PR) stops improving. On each step, for each feature, we delete that feature from the model, train a new classifier, and evaluate its performance on the test set. The PR of the best such classifier is compared to the PR of the classifier without deleted features. If PR improves, we permanently delete that feature then repeat the process. Finally, the best feature set and classifier are retained.

G. Performance Measurement

We evaluate performance on the test set quantitatively by comparing the classifier’s result to ground truth. To obtain ground truth for each image, we used image processing software to hand label candidate MA regions, then we asked an ophthalmologist to verify or reject each candidate region. We split the 45-image data set into a training set containing 30 images and a test set containing 15 images. To evaluate classifier performance, we use sensitivity, specificity, PR and accuracy. Sensitivity is the percentage of the actual exudate pixels that are detected; specificity is the percentage of non-exudate pixels that are correctly classified as non-exudate pixels. PR is the percentage of detected pixels that are actually exudate. Accuracy is the overall per-pixel success rate of the classifier.

III. RESULTS

As a first experiment, we fit the naive Bayes to the training set using all 18 features. The resulting classifier had overall per-pixel sensitivity, specificity, PR and accuracy of 85.68%, 99.99%, 83.34%, 99.99% and 96.55%, respectively. On the next step, we backwardly removed features from the classifier.

Fig. 3 Input features. (a) Intensity of green band image (b) Intensity of shade corrected image. (c) Hue (d) Standard deviation of green band image (e) Standard deviation of shade corrected image (f) DoG1 (g) DoG2 (h) DoG3 (i) DoG4 (j) DoG5 (k) DoG6 (l) MA candidate

F. Features Selection and Classification Using Naive Bayes Classifier

The naive Bayes classifier [15] - [17] uses the principle of Bayesian maximum a posteriori (MAP) classification:
one at a time and compared each resulting PR value to the previous feature set’s performance. We obtained the best PR value (81.78%) by deleting intensity of green band, presumably due to its redundancy with the shade corrected image intensity feature. We continued this process until the PR stopped improving. We obtained the final best-performing classifier by deleting intensity of green band image, standard deviation of green band image, DoG6, DoG5, DoG2, DoG1, mean intensity of the candidate MA on green band image and DoG3. Finally, the best-performing classifier contained ten features: the pixel’s intensity of shade corrected image, the pixel hue, the standard deviation of shade corrected image, DoG4, the area of the candidate MA, the perimeter of the candidate MA, the circularity of the candidate MA, the eccentricity of the candidate MA, the mean intensity of the candidate MA on green band image and the ratio of the major axis length and minor length of the candidate MA. Fig. 4 shows an example of the MA pixels detected by the system in comparison with ground truth.

Fig. 4 Comparison of microaneurysm detection results (a) Original image (b) MA detected superimposed on original image (c) Ground truth image superimposed on original image
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