A family of improved secant-like method with super-linear convergence
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Abstract—A family of improved secant-like method is proposed in this paper. Further, the analysis of the convergence shows that this method has super-linear convergence. Efficiency are demonstrated by numerical experiments when the choice of α is correct.
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I. INTRODUCTION

As we all know, Newton’s method is an important and basic approach for solving nonlinear equations and its formulation is given by [1]–[4]

\[ x_{n+1} = x_n - \frac{f(x_n)}{f'(x_n)} \]

which converges quadratically.

To improve the local order of convergence, a number of modified methods have been studied [6]–[12], but a potential problem in these methods is the evaluation of the derivative. In many cases, it is expensive to compute the derivative, and the above methods are still restrict in practical applications. Thus it is useful to have another method, which does not require evaluation of derivative. Such a method is the Secant method

\[ x_{n+1} = x_n - \frac{x_n - x_{n-1}}{f(x_n) - f(x_{n-1})} f(x_n), \]

which closely resembles with the Regula-falsi method. Also the Secant method is a variation of the Newton’s method due to Newton’s himself [5]. For a good review of these algorithms, some excellent textbooks are available (see [1], [2]). To improve this method, many modified methods called secant-like method have been proposed in [13]–[17].

In the present work, we propose a new type of hybrid technique by (6) proposed in [17], and then we present a family of improved iterative method for solving nonlinear equations without derivatives. Analysis of the convergence shows that the asymptotic convergence order of this method is \((1+\sqrt{5})/2\). The practical utility is demonstrated by numerical results.

II. NOTATION

Let \( f(x) \) be a real function with a simple root \( x^* \) and let \( \{x_n\}_{n=0}^\infty \) be a sequence of real numbers that converges to \( x^* \).

We say that the order of convergence is \( q \) if there exists a \( q \in \mathbb{R}^+ \) such that

\[ \lim_{n \to +\infty} \frac{|x_{n+1} - x^*|}{|x_n - x^*|^q} = C \neq 0, \infty. \]

Let \( e_n = x_n - x^* \) be the \( n \)-th iterate error. We call

\[ e_{n+1} = Ce_n^q + \cdots, \]

the error equation. If we can obtain the error equation for the method, then the value of \( q \) is its order of convergence.

III. NEW METHOD

In [17], Kanwar et al. drew a parabola with vertex at \((x_n,0)\) and axis parallel to \( y \)-axis

\[ y = \alpha (x - x_n)^2, \]

where \( \alpha \) is the scaling parameter, such that this parabola intersects the approximated line to function \( y = f(x) \) at the point \((x_{n+1}, f(x_{n+1}))\), which passing through \((x_{n-1}, f(x_{n-1}))\) and \((x_n, f(x_n))\). The function of the approximated line is given by

\[ y = f(x_n) + \frac{f(x_n) - f(x_{n-1})}{x_n - x_{n-1}} (x - x_n). \]

From (4) and (5), they obtained

\[ \alpha (x_{n+1} - x_n)^2 = f(x_n) + \frac{f(x_n) - f(x_{n-1})}{x_n - x_{n-1}} (x_{n+1} - x_n). \]

Solving (6) for \( x_{n+1} \) with quadratic formula yields the following iteration formula called Kanwar’s method in [17]

\[ x_{n+1} = x_n - 2(x_n - x_{n-1}) f(x_n) \div \{(f(x_n) - f(x_{n-1})) \pm \sqrt{(f(x_m) - f(x_{n-1}))^2 + 4\alpha(x_n - x_{n-1})^2 f(x_n)}\} \]

This method is also a family of secant-like method with super-linear convergence.

However, we find that the formula (7) includes the computation of square roots. It is likely to be difficult in some cases. In order to construct an improved method, we rewrite (6) by the following form

\[ \alpha (x_{n+1} - x_n)^2 - \frac{f(x_n) - f(x_{n-1})}{x_n - x_{n-1}} (x_{n+1} - x_n) - f(x_n) = 0. \]

(8)

To solve the equation (8) for \( x_{n+1} \), we factor \( x_{n+1} - x_n \) from the first two terms to obtain

\[ \alpha (x_{n+1} - x_n) - \frac{f(x_n) - f(x_{n-1})}{x_n - x_{n-1}} (x_{n+1} - x_n) - f(x_n) = 0. \]
from which it follows that

\[ x_{n+1} = x_n - \frac{f(x_n)}{f(x_n) - f(x_{n-1})} - \alpha (x_n - x_{n-1}) \]

Approximating the difference \( x_{n+1} \) remaining on the right-hand side of above equation by secant method given by (2), we obtain a family of new secant-like method

\[ x_{n+1} = x_n - \frac{f(x_n)(x_n - x_{n-1})(f(x_n) - f(x_{n-1}))}{f(x_n) - f(x_{n-1})} - \alpha (x_n - x_{n-1})^2 \]

(9)

where \( \alpha \) is the scaling parameter.

If we let \( \alpha \to 0 \), then (9) reduces to secant method. Relation (9) defined the secant-like method for solving nonlinear equations.

Now, we can call the Kanwar’s method defined by (7) the irrational formula and the improved method defined by (9) the rational formula.

IV. CONVERGENCE ANALYSIS

For the family of improved method defined by (9), we have the following analysis of convergence.

**Theorem 1.** Assume that the function \( f : D \subseteq \mathbb{R} \to \mathbb{R} \) for an open interval \( D \) has a simple root \( x^* \in D \). Let \( f(x) \) have first, second and third derivatives in the interval \( D \), then the asymptotic convergence of the method defined by (9) is \( (1 + \sqrt{5})/2 \).

**Proof:** Let \( e_n = x_n - x^* \). Using Taylor expansion and taking into account \( f(x^*) = 0 \), we have

\[ f(x_n) = f'(x^*) \left[ e_n + C_2 e_n^2 + C_3 e_n^3 + \cdots \right], \]

(10)

where \( C_k = \frac{1}{k!} f^{(k)}(x^*) \), \( k = 2, 3, \ldots \). Furthermore, we get

\[ f(x_{n-1}) = f'(x^*) \left[ e_{n-1} + C_2 e_{n-1}^2 + C_3 e_{n-1}^3 + \cdots \right], \]

(11)

\[ f(x_n) - f(x_{n-1}) = f'(x^*) \left[ (e_n - e_{n-1}) + C_2 (e_n^2 - e_{n-1}^2) + \cdots \right] \]

(12)

From (9), (10), (11) and (12) , we obtain

\[ e_{n+1} = e_n - \left[ (e_n + C_2 e_n^2 + \cdots) \right] \frac{1 + C_2 (e_n + e_{n-1}) + \cdots}{1 + C_2 (e_n + e_{n-1})^2 + \cdots} \]

\[ = e_n - \left[ e_n + 2C_2 e_n^2 + C_2 e_n e_{n-1} + \cdots \right] \frac{1 + 2C_2 - \frac{\alpha}{f'(x^*)} e_n + 2C_2 e_{n-1}}{1 + 2C_2 - \frac{\alpha}{f'(x^*)} e_n + 2C_2 e_{n-1}} \]

\[ + C_2^2 (e_n + e_{n-1})^2 - \frac{\alpha}{f'(x^*)} C_2 e_n^2 + \cdots \]

(13)

\[ = e_n - \left[ e_n + 2C_2 e_n^2 + C_2 e_n e_{n-1} + \cdots \right] \frac{1 + 2C_2 - \frac{\alpha}{f'(x^*)} e_n + 2C_2 e_{n-1}}{1 + 2C_2 - \frac{\alpha}{f'(x^*)} e_n + 2C_2 e_{n-1}} \]

(14)

From (3) we have

\[ e_n = C e_n^q + \cdots \]

(15)

and

\[ e_{n+1} = C e_{n+1}^q + \cdots = C^{q+1} e_{n+1}^q + \cdots \]

(16)

Substituting (15) and (16) into (14) gives

\[ C^{q+1} e_{n+1}^{q-1} = 3C^2 C e_{n+1}^{q-1} + \cdots \]

(17)

which implies that

\[ q^2 - q - 1 = 0 \]

(18)

It is obtained from (18) that the asymptotic convergence order is \( (1 + \sqrt{5})/2 \).

V. NUMERICAL EXAMPLE

Now, we employ the Kanwar’s method defined by (7) proposed by Kanwar et al. in [17] and the present methods called Improved method defined by (9) to solve some nonlinear equations. All the examples in the current work are computed using MATLAB with double precision, the iterative method is stopped when \( |f(x)| < 1e^{-14} \) or \( |x_n - x_{n-1}| < 1e^{-14} \).

**Example 1.** Consider a nonlinear equation \( f(x) = x^3 - e^{-x} = 0 \) with initial guess \( x_{-1} = 1 \), \( x_0 = 1.5 \) and the parameter \( \alpha = 1/4 \). The roots of this problem is \( x^* = -1.20764782713092 \).

**Example 2.** Consider a nonlinear equation \( f(x) = \cos x - x = 0 \) with initial guess \( x_{-1} = 0 \), \( x_0 = 1.5 \) and the parameter \( \alpha = 1/2 \). The roots of this problem is \( x^* = 0.739085133215161 \).

**Example 3.** Consider a nonlinear equation \( f(x) = \sin^2 x - x^2 + 1 = 0 \) with initial guess \( x_{-1} = 2 \), \( x_0 = 1.5 \) and the parameter \( \alpha = 0.1 \). The roots of this problem is \( x^* = 1.40449164821534 \).

From the numerical results shown in Table I, II and III, it can be seen that this new method has super linear convergence and is superior to Kanwar’s method. An interesting observation for Kanwar’s method defined by (7) is that an additional conditions should be discussed during the iteration process. We should limit the iteration directions of Kanwar’s method when doing iteration, if \( f(x_n) - f(x_{n-1}) > 0 \), we should use the positive sign in Kanwar’s method (7), otherwise ,we should using the negative sign.

The numerical results also shows that the choice of \( \alpha \) can affect the number of iterations of the Kanwar’s method (7) and
the improved method (9). From the numerical results shown in Table IV and V, it can be seen that when the values of α greater, the number of iteration steps is greater; as α close to 0, the number of iteration consistent with the secant method.

VI. Conclusion

We present a family of iterative method for solving non-linear equations. Theorem 1 shows that the asymptotic con-
vergence order of this method is 
\((1 + \sqrt{5})/2\). The numerical results states that this family of iterative method has super linear convergence, and the choice of \(\alpha\) can affect the number of iterations. This method requires no derivatives, so it is especially efficient when the computational cost of the derivative is expensive.
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