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Abstract—With the enormous growth on the web, users get easily lost in the rich hyper structure. Thus developing user friendly and automated tools for providing relevant information without any redundant links to the users to cater to their needs is the primary task for the website owners. Most of the existing web mining algorithms have concentrated on finding frequent patterns while neglecting the less frequent one that are likely to contain the outlying data such as noise, irrelevant and redundant data. This paper proposes new algorithm for mining the web content by detecting the redundant links from the web documents using set theoretical(classical mathematics) such as subset, union, intersection etc., Then the redundant links is removed from the original web content to get the required information by the user.
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I. INTRODUCTION

With the exponential growth of information available on the web, updating incoming data and retrieving relevant information from the web quickly and efficiently is a growing concern. Most of the web search engines typically employ conventional information retrieval and data mining techniques to discover automatically useful and previously unknown information from web content. In addition, most of the data in the web is unstructured, and contains a mix of text, video, audio etc, there is a need to mine information to cater to the specific needs of the users[2]. Efforts are being made to make such data available, usually in some structured form such as table, for querying and further manipulation. Web mining is an emerging research area focused on resolving these problems. In general, web mining tasks can be classified into three major categories, web structure mining, web usage mining and web content mining. Web structure mining tries to discover useful knowledge from the structure of hyperlinks. Web usage mining refers to the discovery of user access patterns from web usage logs. Web content mining aims to extract/mine useful information from the web pages based on their contents[4]-[5].

Web content mining is the process of mining, extraction and integration of useful data, information and knowledge from Web page contents. Some of the areas of doing research in web content mining is listed below:

- Structured Data Extraction
- Unstructured Text Extraction
- Web Information Integration and Schema matching
- Building Concept Hierarchies
- Segmentation and Noise Detection
- Opinion extraction

This paper focuses on segmentation and detection of noise issue, which implies outliers mining. Generally, Outliers are observations that deviate so much from other observations to arouse suspicion that they might have been generated using a different mechanism or data objects that are inconsistent with the rest of the data objects. Outliers identified in web data are referred to as web outlier.

Existing web mining algorithms do not consider documents having varying contents within the same category called web content outliers. Unlike traditional outlier mining algorithm designed only for numeric data sets, web outliers mining algorithm should be applicable to various types of data including text, hypertext, image, video etc. Web pages that have different contents from the category in which they were taken constitute web content outliers. Web content outliers mining concentrates on finding outliers such as noise, irrelevant and redundant pages from the web documents[6]-[7]. Also, web content outliers mining can be used to determine pages with entirely different contents from their parent web sites. Researches on outlier detection broadly fall into following categories:

A. Distribution based methods are conducted by the statistics community. These methods deploy some known distribution model and detect as outliers points that deviate from the model.

B. Depth based algorithms organize objects in convex hull layers in data space according to peeling depth and outliers expected to be with shallow depth values.

C. Deviation based techniques detect outliers by checking the characteristics of objects and identify an object as that deviates these features as outlier.

D. Distance based algorithms give a rank to all points, using distance of point from k-th nearest neighbor, and orders points by this rank. The top n points in ranked list identified as outliers. Alternative approaches compute the outlier factor as sum of distances from k nearest neighbors.
**E. Density based** methods rely on local outlier factor (LOF) of each point, which depends on local density of neighborhood. Points with high factor are indicated as outliers.[12]

**Outline of paper**

Section 2 presents the flow diagram of the proposed system. Section 3 presents the algorithm for detecting and eliminating redundant links on the web documents. Section 4 presents observations. Finally, Section 5 presents conclusions and future work.

**II. ARCHITECTURE OF THE PROPOSED SYSTEM**

In the proposed system, web documents are extracted from the search engines by giving query by the user to the web. Then the obtained web documents D is divided into ‘n’ web pages based on the links. Then all the pages are preprocessed, by stemming process, stop words removal and except text, images, audio are also removed. Each page is mined individually to detect redundant links using set theory concepts. Initially, the contents of first page is taken and compared with the content of the second page. This process is repeated till n\textsuperscript{th} page. In general, page P\textsubscript{i} is compared with P\textsubscript{i+1} to P\textsubscript{n}. If any redundant links is noted, then that particular web page itself is removed from that web document. Finally, a modified web document is obtained which contains required information catering to the user needs.

**III. FLOW OF THE PROPOSED SYSTEM**

```
Step 1: Enter the query on the web.
```

**IV. ALGORITHM OF THE PROPOSED SYSTEM**

Step 1: Enter the query on the web.
Step 2: Get the input web document D to be mined.

Step 3: Document D contains

\[ D = \bigcup_{i=1}^{n} P_i \]

where \( i = 1,2,\ldots,n \) web pages.

Step 4: Assign required document (RD) as \( D \)

RD = D

Step 5: Initialize the count as 0

Step 6: Our aim is to detect and eliminate the redundant links. Assume that \( P_i \) does not contain redundant links.

Let \( P_i = \bigcup_{j=1}^{m} C_j \)

where \( C_j = 1,2,\ldots,m \) web contents. (May be text, image of hypertext etc)

such that \( \bigcap_{j=1}^{m} C_j = \emptyset \)

Step 7: Initialize Redundant set as 0, increment k by i.

\[ R_i = 0, \ k = i + 1 \]

Step 8: Check whether any \( C_j \) of \( P_i \) is present in \( P_k \)

i.e., \( C_j \bigcap \bigcup_{k=1}^{n} P_k \)

Step 9: If present, add that \( P_k \) to the redundant document set R and increment count by one. Then goto step 11.

i.e., \( R_i = R_i + P_k \)

\[ \text{count} = \text{count} + 1 \]

Step 10: If not present, go to step 11

Step 11: increment k and repeat step 8 until \( k \leq n \).

Step 12: update the required document as

RD = RD - R_i

Step 13: compute \( n = n - \text{count} \) and increment i by one.

Step 14: Repeat from step 6 for all web pages in D. (i.e., \( i \leq n \))

Step 15: Required web document (RD) is obtained after removing Redundant set R from the original web document D.

V. Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>Web document to be mined.</td>
</tr>
<tr>
<td>( P_i )</td>
<td>Web page</td>
</tr>
<tr>
<td>( C_i )</td>
<td>Web content of any type (text/image/hypertext)</td>
</tr>
<tr>
<td>( R_i )</td>
<td>Contains the union of all redundant links. (Redundant Set)</td>
</tr>
<tr>
<td>RD</td>
<td>Contains Mined web content required by the end user.</td>
</tr>
</tbody>
</table>

VI. Observations

Experimental results ensure that the memory space, search time and run time gets reduced after eliminating the redundant links from the retrieved documents drastically. Also removal of redundant links makes the zipping of large data easier. As the efficiency of web content is increased, the quality of the search engines also gets increased. Precision of the refined document increases considerably.

Precision is one of the statistical measures for finding the success (quality) of the refined pages retrieved. It is the ratio between the number of relevant documents returned originally and the total number of relevant documents returned after eliminating redundant links. Here the relevant documents indicate the required documents which satisfy the user needs.

\[ \text{Precision} = \frac{\text{Relevant} \cap \text{Retrieved \_originally}}{\text{Retrieved \_after \_refinement}} \]

VII. Conclusion and Future Work

Web mining is a growing research area in the mining community because of the great patronage the web continues to enjoy. Retrieving relevant content from the web is a very common task. However, the results produced by most of the search engine do not necessarily produce result that is best possible catering to the user needs. This paper proposes a new algorithm and mathematical set formulae for improving the results of web content mining by detecting and eliminating redundant links. Future work aims at experimental evaluation of web content mining in terms of reliability and to explore other mathematical tools for mining the web content. Also, a comparative study of this algorithm with existing algorithms is to be done.
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