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Abstract—We propose a new perspective on speech communication using blind source separation. The original speech is mixed with key signals which consist of the mixing matrix, chaotic signals and a random noise. However, parts of the keys (the mixing matrix and the random noise) are not necessary in decryption. In practice implement, one can encrypt the speech by changing the noise signal every time. Hence, the present scheme obtains the advantages of a One Time Pad encryption while avoiding its drawbacks in key exchange. It is demonstrated that the proposed scheme is immune against traditional attacks.
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I. INTRODUCTION

As speech communications become more and more widely used and even more vulnerable, the importance of providing a high level of security is a major issue. Up to date, many speech encryption techniques have been proposed. In general, there are four categories of cryptographic algorithms widely used in speech communication, namely time domain [1], transform domain [2-4], amplitude scrambling, two-dimensional mixed scrambling methods [3, 4]. Recently, some new speech encryption methods including circulant transformation [5] and underdetermined blind source separation [6] have also been developed.

Blind source separation (BSS) techniques are applied to recover unknown signals or sources from their observed mixtures. If the number of the original sources is larger than that of the observed mixtures, there poses a significant difficulty of separation. The problem is called as underdetermined blind source separation (UBSS). However, the intractability of UBSS has motivated researchers to study whether it could replace other intractable problems (e.g. integer factorization) in the construction of cryptographic algorithms.

Recently, Lin et al. [6] introduce the concept of UBSS for image and speech encryption. The quality of the decrypted speech/images is excellent. Unfortunately, these schemes have been found to be insecure against known-/chosen-plaintext attack and chosen-ciphertext attack [7].

A one-time pad [8] is a very simple yet completely unbreakable symmetric cipher. To use a one-time pad, you need two copies of a “pad” or key which is a block of truly random data. If the key is truly random, an XOR-based one-time pad is perfectly secure against ciphertext cryptanalysis. A pad is only used once and discarded, hence the name one-time pad. In a perfectly secure OTP cipher, the difficulty lies on the key exchange between the encryption and decryption.

In this letter, we propose a speech encryption using blind source separation. The original speech is mixed with key signals which consist of the mixing matrix, chaotic signals and a random noise. The present scheme obtains the advantages of a One Time Pad encryption while avoiding its drawbacks in key exchange. It is demonstrated that the proposed scheme to be immune against traditional attacks. The design also provides a new perspective toward secure communication.

II. BLIND SOURCE SEPARATION

The Blind source separations are techniques to recover n independent sources, \( S(t) = [s_1(t), s_2(t), \ldots, s_n(t)]^T \), from their mixtures, \( X(t) = [x_1(t), x_2(t), \ldots, x_n(t)]^T \), which are linear combination of the independent sources by an unknown matrix, \( A \). For the sake of simplicity, we assume the number of mixed signals is the same as the number of independent sources, i.e. \( m = n \). This is a simplifying assumption that is not completely necessary. Then, the mixed vector can be written as

\[
X(t) = AS(t);
\]

where

\[
A = \begin{bmatrix}
    a_{11} & a_{12} & \cdots & a_{1n} \\
    a_{21} & a_{22} & \cdots & a_{2n} \\
    \vdots & \vdots & \ddots & \vdots \\
    a_{n1} & a_{n2} & \cdots & a_{nn}
\end{bmatrix},
\]

is the mixing matrix giving the mixing weights. Matrix \( A \) is generally assumed to be unknown. The source signals, \( s_i \), are unknown as well. When only mixed signals, \( x_i(t) \), are known, the BSS algorithms are designed to separate the estimated independent sources, \( \hat{S}(t) = [\hat{s}_1(t), \hat{s}_2(t), \ldots, \hat{s}_n(t)]^T \), such that

\[
\hat{S}(t) = BX(t) = BAS(t) \approx S(t),
\]

is the estimated source signals.
where $\mathbf{B}$ is the demixing matrix,

$$
\mathbf{B} = \begin{bmatrix} b_{11} & b_{12} & \cdots & b_{1n} \\
 b_{21} & b_{22} & \cdots & b_{2n} \\
 \vdots & \vdots & \ddots & \vdots \\
 b_{n1} & b_{n2} & \cdots & b_{nn} 
\end{bmatrix} = \mathbf{A}^{-1}.
$$

Many algorithms exist for calculating the demixing matrix, $\mathbf{B}$. Among them, Independent component analysis (ICA) [9] is a faithful, easy and efficient method. In general, the estimated elements of matrix $\mathbf{B}$ differ from those of $\mathbf{A}^{-1}$. The components of $\hat{\mathbf{S}}(t)$ separated by the ICA reveal opposite phases and unequal amplitudes with the components of the original source, $\mathbf{S}(t)$.

III. PROPOSED SCHEME

The core idea of this Letter is to utilize UBSS with partial One Time Pad for speech encryption. The block diagram of proposed BSS-based speech encryption is shown in Fig. 1.

![Fig. 1 Encryption scheme based on blind source separation](image)

**Encryption**: the original speech $s(n)$ is mixed with a random noise $n(n)$ and $N$ key signals $k = [k_1(n), \ldots, k_N(n)]^T$ into two mixed ciphertexts $\mathbf{x} = [x_1(n), x_2(n)]^T$ by using an underdetermined mixing matrix $\mathbf{A}_m$. Specifically, given source matrix $\mathbf{s} = [s(n), n(n), k^T]^T$, the encryption can be represented by the following equation:

$$
\mathbf{x} = \mathbf{A}_m \mathbf{s} = [a_1, a_2, a_3] \mathbf{s}
$$

where the $a_1$, $a_2$, $a_3$ represent the weightings of original speech, random noise and key signals in the ciphertexts, respectively. Obviously, Eq. (1) constructs an UBSS problem since there are $(N+2)$ signals in the two ciphertexts. The two ciphertexts are transmitted to the receiver through the public channel.

**Decryption**: To recover the original speech, at least $(N+2)$ signals are required as inputs of the BSS in the decryption. Once the two decrypted ciphertexts are received from the public channel, the $N$ key signals are regenerated by the secret seed $I_0$ to provide the rest of the $N$ inputs of the BSS. Hence, the inputs of the BSS can be written as

$$
\mathbf{x}_d = \begin{bmatrix} x \\ k \end{bmatrix} = \mathbf{A}_d \mathbf{s}
$$

where

$$
\mathbf{A}_d = \begin{bmatrix} \mathbf{A}_v \\ \mathbf{0} \mathbf{1} \end{bmatrix}
$$

In Eq. (3), $\mathbf{0}$ is a $N \times 2$ zero matrix, $\mathbf{I}$ is a $N \times N$ identity matrix. It is noted that $\mathbf{A}_d$ is a square matrix of full rank. When $\mathbf{x}_d$ is feed into the BSS, the independent component analysis technique is used to recover the estimate of the original speech $\hat{s}(n)$ as shown in Fig. 1.

**Advantages of this scheme**: The proposed design offers a higher level of security. We would like to discuss the role of noise signal $n(n)$ in encryption. It is noted in Fig. 1 that $n(n)$ is not a key signal since no information about the noise $n(n)$ is necessary in the decryption. In encryption process, the noise signal $n(n)$ plays the same role as the key signals $k = [k_1(n), \ldots, k_N(n)]^T$ to interfere the original speech. One can encrypt the speech by changing $n(n)$ every time. This means that $n(n)$ could work like an one-time pad (OTP) cipher to provide the security of this scheme. A one-time pad [8] is a simple yet completely unbreakable symmetric cipher where the same key is used for encryption and decryption of a message. To use an OTP, you need two copies of a “pad” or key which is a block of truly random data. If the signal is truly random, an OTP is perfectly secure against ciphertext cryptanalysis. A pad is only used once and discarded, hence the name OTP. In a perfectly secure OTP cipher, the difficulty lies on the key exchange between the encryption and decryption. In the present design, the information exchange of $n(n)$ between encryption and decryption is not necessary. In fact, $n(n)$ could be randomly generated to interfere the original speech and then deleted immediately after underdetermined mixing is constructed. Hence, $n(n)$ is used in the present scheme to obtain the advantages of an OTP encryption while avoiding its drawbacks.

IV. RESULT

The next step is the evaluation of the scheme to encrypt and decrypt a speech. The simulation is to securely transmit a speech file recording a person saying the digits “one” to “ten” in English with a little audible music [10]. The speech signal is sampled at 16 kHz and 6.875 seconds long (totally 110000 samples) as shown in Fig. 2(a). In this study, two key signals ($N=2$) are generated to encrypt the speech. Here, the chaotic signals are used as the key signals. It is known that the chaotic signals are very sensitive to parameters and initial conditions. The random-like behavior of chaotic signals provides potential to mask the original signals. We choose two key signals from the the Chen-Lee system [11]:
The parameters and initial conditions are chosen to be,
\[(\alpha, \beta, \gamma) = (-5, -10, -3.8)\]
and \([z_1(0), z_2(0), z_3(0)] = [0.2, 0.2, 0.2]\). We generate \(z_1\) and \(z_3\) with time intervals 0.01sec as the key signals. The random noise \(n(t)\) is generated by Marsaglia's Ziggurat pseudorandom number generator (PRNG). It is known that Marsaglia’s Ziggurat PRNG generates Gaussian floating-point values with a very huge period, good statistical performance and fast speed. Figure 2b–2d shows the random noise and the key signals \(z_1\), \(z_3\), respectively.

The underdetermined mixing matrix used for simulation is
\[
A = \begin{bmatrix}
0.7342 & -0.8612 & 0.1014 & 0.7662 \\
0.2995 & 0.9409 & 0.8779 & 0.2957 \\
\end{bmatrix}
\]

By using Eq. (5), two ciphertexts are deduced. Figure 3 shows the two ciphertexts and their power spectra. It is seen that the original speech has been well masked by the key signals and random noise. With the mixed sets of random noise and chaotic signals, the spectra of the ciphertexts are very flat which makes them almost indistinguishable from random noise during transmission.

In this study, the joint approximate diagonalization of eigenvalues for real signals (JADER) algorithm [12] was applied to calculate the demixing matrix, \(B\) as
\[
B = \begin{bmatrix}
0.0736 & 0.0677 & 0.0681 & -0.0034 \\
0.1026 & -0.0122 & -0.0002 & -0.0061 \\
0.0433 & 0.0408 & -0.0022 & -0.3033 \\
12.4550 & 11.4001 & -0.5637 & -0.6486 \\
\end{bmatrix}
\]

and the estimated original source signals are derived from Eq. (3). Figure 4 illustrates the recovery of the original speech using this scheme. It is clearly seen that faithful recovery of the message signal is possible. Comparing both waveforms between the original speech and the recovered speech, it can be seen that the original speech has been decrypted faithfully. Listening tests also indicate a very high quality decryption.

V. SECURITY ANALYSIS

This section presents a cryptanalysis study of the new scheme. The analysis focuses on determination of the key space, key selection rules and analysis of security.

In the present scheme, the key signals, \(z_1(t)\) and \(z_3(t)\), are generated from the chaotic Chen-Lee system with the parameters \((\alpha, \beta, \gamma)\) and initial conditions \([z_1(0), z_2(0), z_3(0)]\). The parameters and initial conditions are the secret keys in this scheme. Hence, the secret key consists of six numbers \((\alpha, \beta, \gamma, z_1(0), z_2(0), z_3(0))\). Since these six numbers could be real numbers, the space of the keys will be a...
6-dimensional space. The space is nonlinear since all of the keys are not equally strong. In the subspace where the fractional derivative orders or parameters of the fractional Lorenz system originate periodic orbits, the sub-key space is degenerative because it is relatively easy to break. Values of $\alpha, \beta, \gamma, z_1(0), z_2(0), z_3(0)$ which give rise to periodic windows should be avoided since chaotic bands are preferred for encryption.

The key space for a encryption scheme should be large enough to resist the brute force attack. If the precision for each key is $10^{10}$, the key space size is $10^{60}$. The key space size is large enough to resist all kinds of brute force attacks. In order to demonstrate the sensitivity of our communication system to keys, we consider an estimate of keys, say $(\alpha, \beta, \gamma) = (-5, -10, -3.8)$ and $(z_1(0), z_2(0), z_3(0)) = (0.2 + 10^{-10}, 0.2, 0.2)$ in which there is a slight mismatch with the real keys in $z_1(0)$. Fig. 5 shows the sensitivity of present secure communication scheme to slight mismatch of keys. It is noted that the recovered plaintexts with wrong keys is of random behavior and totally different from the original speech.

Three ordinary attacks on cryptosystems are (1) ciphertext-only attack; (2) known-plaintext attack; and (3) chosen-plaintext attack. If we encrypt the same plaintext twice, we will not have two identical ciphers since $n(t)$ is changed for each time. Hence, these attacks are not effective to break this scheme. This also provides the present scheme to have ciphertexts which are very sensitive to keys.

VI. CONCLUSIONS

In this paper, a new perspective on speech communication using blind source separation is proposed. The design of this scheme has many merits: (a) it provides advantages of a One Time Pad encryption while avoiding its drawbacks in key exchange; (b) the key space is large enough to resist all kinds of brute force attacks; (c) the ciphertexts are very sensitive to the secret and (d) it is immune against traditional attacks.

Fig. 5 Decrypted signals of present scheme with mismatch of keys.
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