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Abstract—This research paper presents some methods to assess the performance of Wigner Ville Distribution for Time-Frequency representation of non-stationary signals, in comparison with the other representations like STFT, Spectrogram etc. The simultaneous time-frequency resolution of WVD is one of the important properties which makes it preferable for analysis and detection of linear FM and transient signals. There are two algorithms proposed here to assess the resolution and to compare the performance of signal detection. First method is based on the measurement of area under time-frequency plot; in case of a linear FM signal analysis. A second method is based on the instantaneous power calculation and is used in case of transient, non-stationary signals. The implementation is explained briefly for both methods with suitable diagrams. The accuracy of the measurements is validated to show the better performance of WVD representation in comparison with STFT and Spectrograms.


I. INTRODUCTION

The classical methods of representing signals in frequency domain through Fourier transformation does not give a good resolution in case of a non-stationary signals like speech signal or Radar signals. Here we have to find a more effective representation, which gives us an accurate view of the time and frequency information of the signal. This leads us to go for the advantages provided by WVD to the signal processing world. The previous works on WVD does not deal with any measurement techniques to compare the resolution accuracy with other TFRs. A visual identification of the WVD plot cannot be used as a standard method to assess the time-frequency resolution. There must be a standard set of parameters which can be mathematically calculated and used to decide which TRF representation is better in a specific context. So, this paper concentrates on two evaluation methods to measure the resolution of different classes of signals [1].

II. OVERVIEW ON TIME-FREQUENCY REPRESENTATIONS

A joint time frequency analysis (JTFA) can be used to analyse a non-stationary signal, which shows the different frequencies contained by the signal, and also at what time these frequencies occur. Time-Frequency Distribution (TFD) of a signal is usually represented in a three dimensional diagram, with time along the x-axis, frequency along the y-axis, and magnitude or phase of the signal represented along the z-axis. The common applications of TFR are in the fields of speech synthesis, radar detection and medical analysis of non-stationary and nonlinear signals [2], [3], [5], [6].

Even though most of the TFR are capable of providing a good localization either in time or in frequency, it is not found possible in both time and frequency simultaneously. If the time accuracy is increased, the frequency accuracy is found to be decreased, and vice versa. So there is a need of TFR representation, where a better performance is required for an accurate signal analysis. WVD plays the role here.

A. Short Time Fourier Transform

Short-Time Fourier Transform is a linear time-frequency transform, which is calculated by applying the Fourier Transform to a signal s(t) around a particular time ‘t’, after pre-windowing it by a window function w(t).

\[
STFT_s(t, \nu) = \int_{-\infty}^{\infty} s(u)w(u-t)e^{-j2\pi \nu u} \, du
\]  

(1)

Here \( \nu \) stands for frequency of the signal. The localization in time using STFT is dependent on the effective width of the window w(t). And the localization in frequency using STFT is dependent on the width of the window function in frequency domain (bandwidth). This means that, for a good time localization it needs a short window function w(t) and a good frequency localization needs a window having narrow-band response. So there is always a compromise to do between time and frequency resolutions in case of STFT representations [2], [3], [5], [6].

B. Spectrogram

Spectrogram of a signal is calculated by doing squared modulus of the STFT. The result will be a energy density in the spectral domain of the signal s(t) after applying a window function w(t).

\[
S_s(t, \nu) = \left| \int_{-\infty}^{\infty} s(u)w^*(u-t)e^{-j2\pi \nu u} \, du \right|^2
\]  

(2)

Spectrogram will be a real-valued and non-negative distribution. The spectrogram can be interpreted as a representation of the energy of the signal in the time-frequency domain centred on the point \((t, \nu)\) [4], [5], [6].
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Since the spectrogram is calculated similar to the STFT, time-frequency localization of spectrogram is also limited like in STFT. So, in comparison with STFT the time-frequency resolution is again poor in this representation.

C. Wigner Ville Distribution

Wigner-Ville distribution (WVD) is a bilinear distribution and for any signal $s(t)$, the WVD is defined as,

$$WVD_{s}(t,v) = \int_{-\infty}^{\infty} s(t+\tau/2)s^*(t-\tau/2)e^{-j2\pi\nu\tau}d\tau$$  \hspace{1cm} (3)

Where $t$ corresponds to time, $v$ corresponds to frequency.

The plot of WVD will be a 3-D figure with the time and frequency along $x$ and $y$ axes respectively, and the magnitude of WVD along the $z$ axis as shown in Fig. 1.

**Fig. 1 Top View - 3D Image of WVD of LFM signal**

The calculation of WVD does not require any windows (only the signal itself is required for the calculation) and this is one major difference between WVD and Short Time Fourier Transform [5], [6]. Some of the other important features of Wigner Ville Distribution are:

1) Integrating WVD over time gives the power density at a given frequency of the signal.
2) Integrating the WVD of a signal over frequency gives the instantaneous power at a given time.
3) Integrating WVD over both time and frequency gives the total energy of the signal.
4) WVD function is a real-valued.

WVD does not satisfy the linear superposition principle and this implies that, the WVD of a sum of two signals with different characteristics is not the same as the sum of the WVD of individual signal components. The terms due to the individual signals are called “auto-terms” and the additional terms due to the mathematical calculation are called “cross terms”. If a signal is represented as the addition of two independent signal components, then

$$s(t) = s_1(t) + s_2(t)$$  \hspace{1cm} (4)

Substituting this into (3), will give rise to the Cross-Wigner Ville terms $W_{s1s2}(t,v)$ and $W_{s2s1}(t,v)$. These are complex terms. Since, $W_{s1s2} = W_{s2s1}^{*}$ the cross terms can be represented as $2\text{Real}[W_{s1s2}(t,v)]$. The cross-terms usually oscillate and its magnitude is double that of the auto-terms. So they have an impact on the useful time-dependent spectrum patterns of the signal. Even though these terms are mathematically correct, they appear as interference patterns, in the time-frequency diagram. So it will be difficult to make a visual interpretation of the results. There are many methods proposed to filter out these unwanted cross terms from the WVD, which itself is another area of research [9].

III. WVD Based Algorithms

A. Algorithm I: For Linear FM Signals

A linear FM signal is one which has the signal frequency varying linearly with time. The algorithm for validating the resolution of linear FM signals is based on the area under the time-frequency plot, as a measurement parameter. Here, the area under the WVD plot of an LFM signal is calculated and used to prove the improvement in time-frequency resolution in comparison with the other TFR’s like Short Time Fourier Transform and Spectrogram. The calculation of area under the plot requires a certain threshold value to be set for the amplitude of the calculated TFR. The points on the plot which are out of bound of this threshold amplitude are not considered for the calculation of the area parameter. The value of the threshold may be changed specific to a context. The result of this area calculation further leads to a decision making on, whether the resolution is acceptable or not. This result can be used for the comparison of performances between WVD and Spectrogram [8], [12], [13].

B. Algorithm II: For Transient Signals

Transient signals are usually non-stationary signals where the time of arrival of the signal cannot be known or predicted and the time duration of transient signals will be short compared to the observation interval. Most of the practical signals are found to be transients that are polluted by noise [7], [9]. Even though the detection and analysis of transient signals can be done by using STFT or Wavelet Transform, there is a major limitation here. Since the signal occurrence time is not known, it is not possible to determine and use a window function in an optimal way. This results in a bad performance in the detection of transients. So, in case of speech/transient signals which are having spectra varying as time progresses, we have to go for a different algorithm.

To achieve a good performance for the detection of transient signals, the sensitivity of the detecting mechanism must not be strongly dependent on the signal duration. The parameter for detection of such signals must be invariant to the signal duration. When the time duration of the transient signal changes, this corresponds to a change in the total signal energy. This means that the magnitude of the peak of the signal spectrum will be affected. So, if the pulse width of the transient signal is reduced, there will be a corresponding decrease in magnitude of the peaks of TFRs, at that frequency and time.
WVD of a signal can be used to get an estimate of the instantaneous signal power. So we are trying to make use of the time-marginal property of WVD to calculate the instantaneous signal power. The time marginal property of WVD is defined as,

$$\int_{-\infty}^{\infty} W_x(t,v) dv = |x(t)|^2$$

From the equation, it is clear that, the instantaneous signal power is obtained by integrating WVD over the frequency. And the resultant quantity $|x(t)|^2$ does not depend on the time duration of the signal, and it only represents the amplitude of the signal. So the instantaneous signal power calculated from the WVD of the signal is the parameter used for transient signal detection in this paper. An equivalent equation for the Spectrogram gives the average signal energy over the duration of the window $h(t)$ as shown.

$$\int_{-\infty}^{\infty} S_x(t,v) dv = \int_{-\infty}^{\infty} |x(\tau)|^2 |h(t-\tau)|^2 d\tau$$

This means that the time marginal of Spectrogram is strongly dependent on the time duration of the transient signal, because there is a time window associated. This results in a reduced performance of Spectrogram in comparison with WVD [10], [11], [14], [1].

IV. COMPARISON OF RESULTS

For the algorithm 1, after computing the area under the plot, a decision block looks for the area to be minimal or tending to zero, to assess the resolution as ‘good’. The resolution will be ideally 100% if the area becomes zero. The experimental setup for the algorithm 1 is shown in Fig. 2.

In case of the algorithm 2, after computing the WVD of the transient signal, and integrating it over the frequency domain, the maximum value of the result is noted. This value is compared against the detection threshold for transient detection. The similar experiment is conducted by applying Spectrogram for the same transient signal and the results are compared. The experimental setup for the algorithm 2 is shown in Fig. 3.

For algorithm 1, the results are captured after applying both WVD and Spectrogram for the LFM signal. The plots are drawn with the same scale/units in both examples, in time and frequency axes. The calculation of area under the plots of Spectrogram and WVD for the same LFM signal is shown in Fig. 4 and Fig. 5 respectively.
In case of algorithm 2, the time marginal (the instantaneous power) is calculated and plotted against time using WVD and STFT separately. The Fig. 6 shows the comparison of results between the two. It is clear that the peak amplitude of instantaneous power using WVD is higher than that with STFT. This difference in the peaks is the validation parameter to assess the better performance of WVD in comparison with STFT, for transient detection [10], [11].

![Fig. 6 Time marginal for WVD and STFT for transient signal](image)

**V. CONCLUSION**

From the above results it is clear that, the use of WVD gives a lot of improvement in the detection and analysis of both linear as well as non-linear, non-stationary signals. So this finds lots of applications in the speech signal analysis and fault recognition systems.

As mentioned before, the main deficiency of the Wigner-Ville distribution, the so-called cross-terms need to be removed from the resultant TFR, to attain a good performance in cases of multi-component signals. There are already many methods proposed to reduce the cross terms.

Most of the methods are very specific to a particular class of signals. So there is still a need of developing improved methods for cross-term reduction. So, this is one of the possible future works in this area.
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