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Abstract—In text categorization problem the most used method for documents representation is based on words frequency vectors called VSM (Vector Space Model). This representation is based only on words from documents and in this case loses any “word context” information found in the document. In this article we make a comparison between the classical method of document representation and a method called Suffix Tree Document Model (STDM) that is based on representing documents in the Suffix Tree format. For the STDM model we proposed a new approach for documents representation and a new formula for computing the similarity between two documents. Thus we propose to build the suffix tree only for any two documents at a time. This approach is faster, it has lower memory consumption and use entire document representation without using methods for disposing nodes. Also for this method is proposed a formula for computing the similarity between documents, which improves substantially the clustering quality. This representation method was validated using HAC - Hierarchical Agglomerative Clustering. In this context we experiment also the stemming influence in the document preprocessing step and highlight the difference between similarity or dissimilarity measures to find “closer” documents.
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I. INTRODUCTION

While more and more textual information is available online, effective retrieval is difficult without good indexing and summarization of document content. Document categorization is one solution to this problem. The task of document categorization is to assign a user defined categorical label to a given document. In recent years a growing number of categorization methods and machine learning techniques have been developed and applied in different contexts.

Documents are typically represented as vectors in a features space. Each word in the vocabulary is represented as a separate dimension. The number of a certain word’s occurrences in a document represents the value of the corresponding component in the document’s vector [1, 3].

In this paper we present a comparative study for improving clustering results by representing documents using the suffix tree document model (STDM). This representation takes into account the order of words in the sentence rather than, their frequency.

The suffix tree document model appears in the literature related to the Suffix Tree Clustering (STC) algorithm [3, 8]. In this algorithm the documents are represented as suffixes of phrases in the suffix tree. In the suffix tree the nodes represent the common words of the documents and the leaves are all the words from documents. The researches usually are focused to improve the STC algorithm itself [8]. In the literature the most investigated in the STC is the score of suffix tree nodes which become the clusters.

In this paper we propose that in the step of document representation to use the Suffix Tree Document Model (STDM) and then use the data represented in this manner in a clustering algorithm. Our idea is to use an algorithm that is based on distance matrixes. We have decided to use a hierarchical clustering algorithm. We decided this because we do not want to build the STDM model tree for the entire document collection; instead we will build one suffix tree for any two documents from the data set and compute the similarity between them. The advantage of this method is that the resulting tree size is much smaller than the tree for the entire data set.

We propose to examine here whether using the STDM model to represent documents in clustering algorithms can improve the clustering’s results, compared with using the classical vector representation model (VSM - Vector Space Model). The STDM representation regarding the representation of text documents includes besides the words from the document, also the order of words from the phrase. Thus, by default, this model contains some elements of syntax of the documents. Although the STDM is a computational representation, by representing words order in a tree, brings us somehow to a closer “ontological” documents representation. This was the scientific hypothesis on which we started this research. In the STDM model we will represent the entire documents with all the phrases and all the words from the phrases. The nodes in the tree will contain common words or phrases from both documents. If the tree has more common nodes then we obtain a greater similarity between the two documents. Additionally, we propose in our formula to take into account the number of common words in each node, too.

Section 2 and 3 contains prerequisites for the main work developed in this approach, presenting the document representation model and clustering algorithms used. In section 4 we present the methodology used for computing the similarity matrix and our proposed formula. Section 5 presents
the experimental framework and section 6 presents the main results of our experiments. Finally the last section debates and concludes on the most important results obtained and proposes some further work.

II. DOCUMENT REPRESENTATION

A. Vector Space Model (VSM)

In the Vector Space Model (VSM) a text document is represented as a vector of terms with associated frequencies [7, 9]. The term definition is not imposed by the model, but the terms are usually words or word sequences. If words are chosen as terms, from the entire dataset it is created a dictionary with all words from the documents (the vocabulary V) where each word is an independent dimension of a k-dimensional vocabulary. Any text document can be represented by a high dimensional vector in this space.

Whether \( d = (w_{1}, w_{2}, \ldots, w_{k}) \) the representation of a document where \( w_{j} \) is the weight of term \( j \) (from the vocabulary V) in document \( d \).

There are several ways of representing the weights of attributes from the vector [3]. Depending on the chosen representation, some learning algorithms work better or worse. In the experiments we have used Nominal representation where in the input vector we compute the value of the weight using the formula:

\[
TF(d, t) = \frac{n(d, t)}{\max_{\tau} n(d, \tau)}
\]

where \( n(d, t) \) is the number of times that term \( t \) occurs in document \( d \), and the denominator represents the value of term that occurs the most in document \( d \), and \( TF(d, t) \) is the term frequency.

B. Suffix Tree Model - STDM

In the Suffix Tree Model (STDM) model documents are represented as suffix trees in which the nodes are documents with common words and the leaves are all the words from the documents [3,4].

Let \( d = c_{1}c_{2}c_{3}\ldots c_{m} \) be a representation of a document as a sequence of words \( c_{i} \) with \( i = 1, m \) and a set \( S \) of \( n \) documents. The suffix tree for a set \( S \) containing \( n \) phrases, each of \( m_{n} \) length is a tree that contains a root node and exactly \( \sum m_{n} \) leaves.

Rules for building the suffix tree are:

- Each internal node other than root must have at least two children and each edge leaving a node is labeled with a nonempty substring of \( n \).
- Any two edges that start from the same node cannot start with the same word.

Since each node contains at least two children it will contain the common part for at least two suffixes. All branches from the root node to the leaf are one document or a phrase in a document. As two documents have more and more common nodes these documents tend to be more similar.

III. CLUSTERING ALGORITHM

In this paper we have decided to use the hierarchical algorithm HAC - Agglomerative Clustering Hierarchical. Thus in our STDM representation it is not needed to build the tree for the entire collection of documents, such as the current approaches [3, 4]; instead of doing this, we will propose to build one suffix tree for any two documents from the data set. This method has the advantage that the resulting tree size is much smaller than the tree for the entire data set. However this method has the disadvantage to build \( n(n-1)/2 \) small trees, but the construction time required for such a smaller tree is considerably reduced because the trees have few branches and then the search is much faster. Also we need to build and search only in one tree at a time and therefore the required memory is much smaller, too. All approaches that build suffix tree for all documents (see algorithm STC) finally use methods of disposing nodes so that the search can be made in a reasonable time. Removal of nodes can lead to loss of useful information. Because our trees are small, we will not use any nodes removing methods.

For the clustering we use an algorithm based on the distance matrix. This matrix is calculated initially and, after starting the clustering algorithm this matrix does not change substantially. We chose this approach because in STDM representation it is difficult to represent (compute) a "medoid" (sometimes is the center of gravity of some documents) and restore the distance matrix.

A. Hierarchic Agglomerative Clustering (HAC) – single link type

In the HAC algorithm, at the beginning, each document is considered as forming a cluster and then in the next level (a more general level) two clusters are joined based on their similarity. The algorithm is repeated until all clusters are joined into a single cluster. The dissimilarity between clusters is expressed as the distance between two clusters. For example, the distance can be computed based on Euclidean distance or cosine angle between two vectors.

In the single link approach the similarity between two clusters is given by the minimum distance between the most similar two documents contained in those clusters. For example for two clusters \( A \) and \( B \) with document \( a \in A \) and document \( b \in B \) then:

\[
sim(a, b) = \min_{a, b} \text{sim}(a, b)
\]

For the HAC algorithm we use the AGNES (AGglomerative NESTing) implementation that starts with the positioning of each document in its own cluster - thus at beginning the number of clusters is equal to the number of documents - then two clusters are joined at a time until the stop criteria is accomplished or until we get a single cluster containing all documents.

The AGNES algorithm is a bottom-up approach in terms of building clusters. The pseudo code for the AGNES algorithm is:
AGNES ALGORITHM

Input: \( n \) objects
Output: \( k \) clusters

Step 1: Note all documents from 1 to \( n \). Each document is a cluster;
Step 2: Compute the distance \( d(r, s) \) between objects \( r \) and \( s \) with \( r, s = 1, 2, ..., n \); be \( D = (d(r, s)) \) the similarity matrix;
Step 3: Find most similar clusters \( r, s \), so \( d(r, s) \) is minimum in \( D \);
Step 4: Join \( r \) and \( s \) into a single new cluster note \( t \). Compute \( d(t, k) \) for all clusters \( k \neq r, s \). Delete the row and column for clusters \( r \) and \( s \) from \( D \) and add a new column and row for the new cluster \( t \);
Step 5: Repeat from step 3 until the stopping criterion is accomplished.

The structure returned by the algorithm provides more information than a set of clusters returned by the commonly used algorithms. AGNES clustering result is a hierarchical structure in which the more we are on a higher level we obtain the bigger and more general clusters. The result of the algorithm is a dendrogram. The AGNES clustering algorithm does not require specifying, at the start, the number of clusters that are needed to be obtained. The disadvantage of this type of clustering is that it is less effective given the complexity at least quadratic on the number of documents.

IV. THE SIMILARITY MEASURE

Both algorithms require the computation of the distance matrix that contains the distances between any two documents. To calculate distances between any two distinct documents from the dataset we have chosen two types of measures:

- Measures that describe the dissimilarity between documents - in this category we implement two distinct measures - called Euclidean distance and Canberra Distance;
- Measures that describe the similarity between documents – in this category we implement three type of measures: called Jaccard Distance, OLDST Distance and our proposed distance called NEWST Distance;

For the first three distances (Euclidean, Canberra and Jaccard) we use the VSM representation of documents and for the last two distances we use STDM representation of documents. The first distance category that represents dissimilarity returns results in \([0, \infty)\) domain and we convert them into \([0,1]\) domain.

A. Euclidean Distance

\[
d_{\text{Euc}}(x_i, x_j) = \sum_{k=1}^{p} (x_{ik} - x_{jk})^2
\]

B. Canberra Distance

\[
d_{\text{CAN}}(x_i, x_j) = \sum_{k=1}^{p} \frac{|x_{ik} - x_{jk}|}{|x_{ik}| + |x_{jk}|}
\]

where \( x_i, x_j \) are documents from the dataset and \( p \) is the number of elements (words) from vocabulary that represent the documents.

C. Jaccard Distance

\[
d_{\text{Jac}}(x_i, x_j) = 1 - \frac{\#\text{common elements}}{\#\text{total elements}}
\]

where \( x_i, x_j \) are documents from the dataset, \#common elements – represent the number of elements (words) that occur in both documents using VSM representation, and \#total elements – represents the total number of elements needed for representing the documents \( x_i \) and \( x_j \) – the total number of distinct elements from both documents.

For this metric the domain is \([0,1]\), and because it represents the similarity between documents we decrease the result from 1 so it can be used in the dissimilarity matrix. Also for the following two distances we have converted the similarity to dissimilarity decreasing the result from 1.

D. OLDST Distance

This distance use the STDM representation of documents and is a most used method for computing similarity in this type of representation. In the document representation using STDM model we build separate one suffix tree for any two documents for the entire data set and we will calculate the distance between them using one of the formulas OLDST and NEWST.

\[
d_{\text{OLDST}}(x_i, x_j) = 1 - \frac{\#\text{common nodes}}{\#\text{total nodes}}
\]

This distance returns the results in the \([0,1]\) domain with 0 most similar.

E. NEWST Distance

The NEWST distance is proposed by us and it is used with the STDM representation of documents.

\[
d_{\text{NEWST}}(x_i, x_j) = 1 - \frac{1 + \#\text{common nodes}}{1 + \#\text{total nodes}} \cdot \frac{1}{1 + \#\text{words from node}}
\]

where \#common nodes represents the number of nodes from the suffix tree that are contained in both documents; \#total nodes represents the total number of nodes from the suffix tree; \#word from node represents the total number of elements (words) that are traversed to reach a common node;

For this type of representation in case when we have no common nodes the results tends to 1, reach 1 when the total number of nodes tends to infinity. And the result is 0 when all nodes in the tree are common to both documents.

Our proposed formula for computing the NEWST distance has the following advantages. First: if two documents have no common nodes then the distance between them depends on the number of words that are used to represent those two documents. If the documents are larger and do not even have common nodes, the distance between them will be closer to 1 but still different depending of the documents dimension. Compared with other metrics that always return the value 1 if the documents have no common nodes, this small difference helps us to determine the order in which documents will be joined based on the distance matrix. Such the large documents will be merged last. The second advantage: if the documents have common nodes we have weighted the returned value with
V. EXPERIMENTAL FRAMEWORK

A. The Dataset

For evaluating the algorithms we have created data sets containing news obtained from Reuters and the BBC Agency's website [5, 6]. The news were selected from several RSS feeds (only XML files), from 3 consecutive days, and have been pre-classified by the agencies. We have selected the following news category: Libya, Motorsport, Japan, Israel, Syria, Yemen and EuropeanFootball. In the preprocessing step from XML files we have extracted only the <title> node that contains the title of the news and <description> node that contains the body of the news and we have saved separately each news.

In the first phase of preprocessing we have removed special characters that appear in the news for reasons of Web interpreter and finally, in text files, on the first line we save the title and the remained lines contain the news R sentences. For evaluation the clustering results.

The title and the remained lines contain the news R sentences interpreter and finally, in text files, on the first line we save characters that appear in the news for reasons of Web.

In the number of categories and the number of documents.

After the preprocessing step, we have generated two distinct datasets: one dataset having seven sets where we extract de root words in the preprocessing step and one dataset having seven sets where we don’t extract de root of the words in the preprocessing step. For the root extraction we have used the Porter implementation algorithm.

B. Evaluation of the cluster’s results

In the cluster evaluation process we use, as base classes, the category from which the news was extracted. Thus we can use for evaluating the results of the clustering algorithms measures like accuracy and F-measure score. Those two measures are generally used in the evaluation of clustering and classification algorithms for pre-labeled data [2]. Because in the step of news selection we have chosen only pre-labeled data and the documents from the data sets were saved with the name of the category, we considered to have a pre-labeled datasets. We believe that the labeling done by the news agencies sites is "perfect" and we will relate to it. The name of the class is given by the label that appears most frequently in that cluster. If there is a cluster already labeled with that value then we will use the next valid label or we will specify "No class" if we do not have available labels.

The Accuracy represents the percentage of documents that are correctly grouped in categories based on document labels. F-measure is a measure that combines precision and recall and is computed as:

\[
F_{\text{measure}}(C_i, S_j) = \frac{2 \times \text{precision}(C_i, S_j) \times \text{recall}(C_i, S_j)}{\text{precision}(C_i, S_j) + \text{recall}(C_i, S_j)}
\]

where \( C_i \) is a cluster and \( S_j \) is a cluster label. We prefer F-measure score because it is a weighted average that includes and balances the influence of two measures (precision and recall).

Precision – is the percentage of retrieved documents that are in fact relevant to a query.

\[
\text{precision}(C_i, S_j) = \frac{|C_i \cap S_j|}{|C_i|}
\]

Recall – is the percentage of documents that are relevant to the query and were in fact retrieved.

\[
\text{recall}(C_i, S_j) = \frac{|C_i \cap S_j|}{|S_j|}
\]

In fact precision represents a quantitative measure of the information retrieval system while recall represents a qualitative measure of this system. At the final, the general measure F-measure for evaluating a clustering solution is weighted by the relative size of each cluster.

\[
F_{\text{measure}}(S) = \frac{\sum_i n_i \max(F_{\text{measure}}(C_i, S_i))}{\sum_i n_i}
\]

where \( n_i \) is the number of documents in cluster \( i \) and \( n \) is the total number of documents in the dataset. The value of \( F_{\text{measure}}(S) \) belongs to the [0,1] interval; the more the value approaches to 1 means a better result.

While accuracy for current category takes into account only the number of documents correctly grouped in that category, F-measure takes into account in addition the number of documents grouped in categories other than the current category and really not need to be grouped in the current category. Thus F-measure is a finer measure of quality data grouping.

VI. EXPERIMENTAL RESULTS

All results that are presented below were obtained using a computer with Intel (R) Core2 Duo T6600 processor at 2.20 GHz, 4GB DRAM and Windows 7 Home Premium operating system.

We will present detailed results on RSS datasets obtained by the HAC (Clustering Agglomerative Hierarchical). The results are presented separately for each data representation model (VSM-Vector Space Model and STDM-Suffix Tree Document Model). Finally we present some comparative results between the two types of representations. Also, for each model of representation we will present results on the dataset without/with applying stemming. For evaluation of the clustering quality we will use accuracy and F-measure score, measures that were presented in Section V.B. We will use both measures to ensure the validity of the clustering results. Accuracy and F-measure score should reflect basically the same trends. Results for accuracy are presented as percentages and the results for F-measure score will be numbers in the interval [0, 1] value of 1 means the best value.

In the Table 1 we present all obtained results, from accuracy point of view for each dataset separately and in last columns...
we present the average obtained over all datasets. Also it presents results for the data sets with and without applying stemming in the preprocess step and using all metrics for distance, each metric with type of appropriate representation. With bold we mark the better results obtained for each set. As it can be observed the STDM representation obtains better results all the time. From the results shown in Table 1 we noted that using the STDM model the accuracy of clustering algorithm is not affected by the extraction or not of words root in the preprocessing step. This is understandable because the extraction of roots didn’t lost the word order that will keep the syntax of document. For the VSM model words root extraction is beneficial only for Euclidean distance and there is a small improving, with only 0.78% in accuracy. For other distances used in the VSM model there is a worsening of 0.18% in Canberra distance and 22.93% in the Jaccard distance. The last one is understandable because the Jaccard distance is based on the number of common elements between the two documents and with roots extraction we obtain more identical words, thereby losing, in this case, the difference between documents and so that the accuracy suffered.

The results presented above show that the STDM model used to represent text documents is applicable to other clustering algorithms, than STC. Also an advantage brought by our implementation is that the suffix tree is calculated only for two documents that reduces time and memory requirements.

Introducing some syntactic elements in document representation - in this case the words order - led to a significant improvement in clustering. We show in Fig. 1 averages results obtained over all seven data sets as accuracy and in Fig. 2 the averages obtained from F-measure point of view for each used metrics. As it can be observed in fig. 2 we obtain the best results again for STDM representation; also the NEWST distance obtain better result for almost all datasets. In case with stemming we obtain with OLDST metric the results with 0.016 better, and form NEWST metric the difference is unnoticed.

From the results presented in the figures above we can observe that in case of using STDM model the quality of clustering have average improvements of 46.30% in accuracy and 0.4121 for F-measure score.
VII. CONCLUSIONS AND FURTHER WORK

In this paper we have examined the possibility of using in the clustering algorithm like HAC the STD model (Suffix Tree document model) for representation of documents and we compared the results with results obtained when we used the VSM (Vector Space Model) representation of documents. For suffix tree model we have developed two formulas for calculating the similarity between two documents, called OLDS and NEWST. For the VSM model we have used for computing the distance between two documents the Euclidean distance and Canberra distance (which are measures of dissimilarity), and Jaccard measure that is a similarity measure.

For evaluation of the results we have used two metrics: the accuracy and the F-measure score. The dataset used comes from specific feed news from Reuters and BBC agencies and each news item is pre-labeled and we consider that is "perfect".

The Suffix Tree representation model for the documents proved to be superior to the vector model noticing an improvement on average for 34.84% of HAC algorithm, the maximum recorded is for the S02 dataset where there is an improvement of 55.56%. Also to this result contributed the OLDS and NEWST formulas of similarity used by us. Another interesting observation is that the similarity measures obtain better results comparing with dissimilarity measures.

We propose a new metric (called NEWST) used to calculate the similarity between two documents represented in the STD model. This metric applied to STD model representation for HAC clustering algorithm obtained on data sets S01-S07 an average improvement of 34.84% from accuracy of clustering point of view compared to Jaccard metric used in VSM representation. Average accuracy on S01-S07 sets calculated for metric NEWST with STD model representation was of 87.23% comparatively to 52.39% that was obtained with Jaccard metric and VSM representation.

As further work it would be interesting to use clustering algorithms from other categories like partitional category, algorithms that didn’t allow building overlapped clusters. Also it is interesting to change the representation of STD for clustering algorithms in order to contain more powerful semantic information. Developing some domain ontologies to guide the clustering algorithm would be very useful for improving results.
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