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Abstract—In this paper we study some numerical methods to solve a model one-dimensional convection-diffusion equation. The semi-discretisation of the space variable results into a system of ordinary differential equations and the solution of the latter involves the evaluation of a matrix exponential. Since the calculation of this term is computationally expensive, we study some methods based on Krylov subspace and on Restrictive Taylor series approximation respectively. We also consider the Chebyshev Pseudospectral collocation method to do the spatial discretisation and we present the numerical solution obtained by these methods.
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I. INTRODUCTION

The numerical solution of convection-diffusion transport problems arises in many important applications in science and engineering. These problems occur in many applications such as in the transport of air and ground water pollutants, oil reservoir flow, in the modeling of semiconductors, among others. In this paper, we consider the one dimensional convection-diffusion equation, given as

\[
\frac{\partial u}{\partial t} + c \frac{\partial u}{\partial x} - \gamma \frac{\partial^2 u}{\partial x^2} = 0, \quad x \in (0, 1), \quad t > 0, \tag{1}
\]

subject to the initial condition

\[u(x,0) = g(x), \quad 0 < x < 1\]

and the boundary conditions given by

\[u(0,t) = g_0(t), \quad t \geq 0\]

\[u(1,t) = g_1(t), \quad t \geq 0.\]

Much research work has been done on computing a finite difference approximation solution for (1) as shown in [3,7]. In this paper, we focus on a semi-discretisation of (1) so as to obtain a system of ordinary differential equations. The discrete solution requires the computation of a matrix exponential with a vector. Our study is thus based on a comparison of three recent methods for solving the one dimensional convection diffusion equation. We first consider the discretisation of (1) in the next section.

A. Discretisation of the 1-D convection-diffusion equation

We start by considering the grid point \(x_i = ih\), where \(i = 0, \ldots, n\) a set of regular grid points of the interval \([0,1]\) with \(x_0 = 0\) and \(x_n = 1\) and \(nh = 1\). We use the Taylor series expansion to obtain expressions for the first and second partial derivative of \(u\) with respect to \(x\) respectively as:

\[u_t(x_i, t) = \frac{(u(x_{i+1}, t) - u(x_{i-1}, t))}{(2h)} + O(h^2) \tag{2}\]

\[u_{xx}(x_i, t) = \frac{(u(x_{i+1}, t) - 2u(x_i, t) + u(x_{i-1}, t))}{(h^2)} + O(h^2) \tag{3}\]

at a fixed time \(t\). Replacing equations (2) and (3) into (1) gives

\[
\frac{du}{dt} + c \left( \frac{u_{i+1,j} - u_{i-1,j}}{2h} \right) = \gamma \left( \frac{u_{i+1,j} - 2u_{i,j} + u_{i-1,j}}{h^2} \right)
\]

\[\Rightarrow h^2 \frac{du}{dt} = r u_{i+1,j} + p u_{i,j} + q u_{i-1,j}\]

Thus we obtain

\[h^2 \frac{du}{dt} = ru_{i-1,j} + pu_{i,j} + qu_{i+1,j}\]

where \(p = \left( \gamma + \frac{ch}{2} \right), \quad q = \left( -2\lambda \right), \quad r = \left( \gamma - \frac{ch}{2} \right).

The difference method (4) can be written as

\[
\frac{dV(t)}{dt} = AV(t) + b, \tag{5}
\]

where \(V(t) = [u_1(t), u_2(t), \ldots, u_n(t)]\), \(A\) is the tridiagonal matrix of order \(n-1\) given by

\[
A = \begin{bmatrix}
  p & r & 0 & \cdots & 0 \\
  q & p & r & \cdots & 0 \\
  \vdots & \vdots & \ddots & \ddots & \vdots \\
  q & p & \cdots & q & r \\
  \end{bmatrix}_{(n-1) \times (n-1)}
\]

and

\[b(t) = \begin{bmatrix}
  \left( \frac{ch}{2} + \gamma \right) u_1 \\
  0 \\
  \vdots \\
  0 \\
  \end{bmatrix}_{(n-1) \times 1}
\]

II. DISCRETE SOLUTION OF THE ODE SYSTEM

In this section we show how the expressions obtained after discretising the model convection-diffusion equation can be expressed as a system of ordinary differential equations. We find that the solution of such systems involves terms such as \(e^{kt}\) and we investigate ways to obtain the explicit computation of the exponential matrix. Thus the term \(e^{kt}\) is approximated based by the Krylov subspace method proposed in [6].
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Now consider the ordinary differential equation (5). Rewriting the equation gives
\[ \frac{dV(t)}{dt} - A[V(t)] = b. \]
\[ \therefore e^{-\lambda t}V(t) = \int e^{-\lambda t} (b)dt = -A^{-1} be^{-\lambda t} + c. \]
\[ \therefore V(t) = -A^{-1} b + ce^{-\lambda t} \]
Using initial condition we obtain
\[ V(t) = -A^{-1} b + e^{\lambda t}[V(0) + A^{-1} b] \]
\[ V(0) = -A^{-1} b + e^{0}c \quad \therefore c = V(0) + A^{-1} b \]
\[ \therefore V(t) = -A^{-1} b + e^{\lambda t}[V(0) + A^{-1} b] \quad (7) \]
Now, \( V(t+k) = -A^{-1} b + e^{\lambda (t+k)}[V(0) + A^{-1} b] \)
\[ = -A^{-1} b + e^{\lambda k}A \left[ e^{\lambda t}[V(0) + A^{-1} b] \right] \]
\[ = -A^{-1} b + e^{\lambda k}A \left[ V(t) + A^{-1} b \right] \]

Hence to compute solution at time \( t+k \), we need to compute \( e^{\lambda t}y \) where \( y = V(t) + A^{-1} b \), that is
\[ V(t+k) = -A^{-1} b + e^{\lambda (t+k)}[V(0) + A^{-1} b] = -A^{-1} b + e^{\lambda k} y \quad (8) \]

A. The Krylov Subspace Method
Let us consider the tridiagonal matrix \( A \) instead of \( kA \). The method proposed is based on the Krylov subspace which is of the form
\[ e^{\lambda t}y \approx p_{m-1}(A)y \]
where \( p_{m-1} \) is the polynomial of degree of \( m-1 \). In this paper, the approximation to \( e^{\lambda t}y \) is taken from the Krylov subspace
\[ \kappa_m = \text{span} \{ y, Ay, \ldots, A^{m-1}y \} \]
We then have to generate an orthonormal basis \( V_m = \{ v_1, v_2, \ldots, v_m \} \), so that the vectors in the Krylov subspace can be manipulated. Taking initial vector: \( v_1 = \frac{y}{\|y\|_2} \) we obtain \( V_m \) by the Arnoldi’s algorithm which is next given by:
Algorithm: (Arnoldi-modified Gram-Schmidt).
Compute \( v_1 = \frac{y}{\|y\|_2} \).
For \( j = 1, 2, \ldots, m \) Do:
Compute \( w_j := A v_j \)
For \( i = 1, \ldots, j \) Do:
\[ h_{ij} := \langle w_j, v_i \rangle \]
\[ w_j := w_j - h_{ij}v_i \]
EndDo

\[ h_{j+1} := \| v_j \|_2^2. \] If \( h_{j+1,j} = 0 \), then Stop
\[ v_{j+1} := w_j / h_{j+1,j} \]
EndDo

From this algorithm, a matrix \( H_m \) (Hessenberg matrix) and an orthonormal basis \( V_m \) can be obtained. We also find the following relations to hold:
\[ V_m^T AV_m = H_m \]
\[ AV_m = V_m H_m + h_{m+1,m} V_{m+1} e_m^T \]
where \( e_m \) is the \( m \)th unit vector belonging to real space of order \( m \). Hence \( H_m \) represents the projection of the linear transformation \( A \) to the space \( \kappa_m \), with respect to the basis \( V_m \).
The required approximation can be written to \( x = e^{\lambda t}y \) as \( x_m = p_{m-1}(A)y \) or equivalently, \( x_m = V_m w \) where \( w \) is an \( m \)-vector.
\[ w = \beta e^{H \cdot n} e_1 \] with \( \beta = \| y \|_2 \) is suggested, leading to the following formula: \( e^{\lambda t}y \approx \beta V_m e^{H \cdot n} e_1 \) where \( e_1 \) is the first unit vector belonging to the real space of order \( m \).

B. Restrictive Taylor’s approximation for solving convection-diffusion equation (RTA)
In this section we introduce an explicit method for solving (1) which exhibits several advantageous features compared other known methods. The accuracy is not affected when the exact solution is sufficiently large. Moreover, the choice of time step length \( k \) is relatively large compared with what can be used for the classical schemes, this allows us to have the solution at high level of time. We use the restrictive Taylor (RT) approximation [4, 5] to approximate the exponential matrix given as \( e^{\lambda k} \). The RTs approximation of the function \( f(x) \) at the point \( a \) can be written in the form:
\[ RT_{n,f}(x,a) = f(a) + \frac{f'(a)}{1!}(x-a) + \frac{f''(a)}{2!}(x-a)^2 + \ldots + \frac{f^{(n)}(a)}{n!}(x-a)^n, \quad (9) \]
where the parameter \( \epsilon \) is to be determined such that
\[ RT_{n,f}(x,a) = f(x) \quad (10) \]
This means that the considered approximation is exact at two points \( x = a \) and \( x = x_0 \).
\[ f(x) = RT_{n,f}(x_0) + R_{n+1}(x), \quad (11) \]
where \( R_{n+1}(x) \) is the remainder term of Restrictive Taylor’s series and it given by
\[ R_{n+1}(x) = \frac{\varepsilon(x-a)^{n+1}}{(n+1)!} f^{(n+1)}(\xi) - n(\varepsilon - 1)(x-a)^{n+1}/(x-\xi)(n+1)! f^{(n)}(\xi), \] (12)

where \( \xi \in [a, x] \) and \( \varepsilon \) is the restrictive parameter.

The exponential matrix \( e^{KA} \) can be formally defined by the convergent power series

\[ e^{KA} = I + kA + \frac{k^2}{2!} A^2 + \ldots = \sum_{n=0}^{\infty} \frac{k^n A^n}{n!}, A^0 = I. \]

In the case of RTs approximation of single function the term \( \varepsilon(\tau) \) can be reduced to the square restrictive matrix \( \Gamma \) in the case of RTs approximation for matrix function, where \( \Gamma = \mathcal{D} \) and \( \mathcal{I} \) is the identity matrix.

For example, \( RT_{1,exp}(x,t)(k) = I + k\Gamma A \).

III. CHEBYSHEV PSEUDOSPECTRAL METHOD (CPS)

In this section, we focus on solving (1) based on Chebyshev pseudospectral collocation (CPS) \[1\]. Spatial discretization is done by using the Chebyshev pseudospectral collocation (CPS). Bazan \[1\] has highlighted one major drawback of \[6\] lies in the fact that the vector \( h \) does not take into account the time dependence. The solution to (1) with respect to the given initial condition is therefore given as:

\[ V(t) = e^{-AB}V(0) + \frac{1}{h^2} \left[ q \int \exp(A(t-\tau))g_0(\tau) \xi_1 d\tau, 0 \right. \]

\[ + r \int \exp(A(t-\tau))g_1(\tau) \xi_{m-1} d\tau \] (13)

where \( e_i \) represents the \( i^{th} \) canonical vector in \( \mathbb{R}^{m-1} \) \[1\]. If \( b(t) \) is independent to \( t \) which is the case when the boundary conditions in (1) are constants, the unique solution to (1) reduces to

\[ V(t) = -A^{-1}b + \exp(tA)(V(0) + A^{-1}b). \]

Consider the lemma given in \[1\]

**LEMA 1**: Let \( A \) have a spectral decomposition \( A = PA^{-1}P^T \). Then a necessary condition for \( u(x,t) = \exp(\alpha x + \beta t) \) to solve problem (1) is

\[ g_\alpha(t) = \exp(\beta t), g_\beta(t) = \exp(\alpha + \beta t) \]

and \( \alpha^2 - c\alpha - \beta = 0 \). Moreover, the approximate difference finite-based solution becomes in this case

\[ V(t) = P \left[ \exp(tA)w_0 + \frac{1}{h^2} \left( (\beta - \alpha)^{-1} \exp(b\tau) - \exp(A\tau) \right) w_1 \right] \] (14)

where \( w_0 = P^{-1}V(0) \) and \( w_1 = P^{-1}(qe_1 + \exp(\alpha)ce_{m-1}) \).

We can readily conclude that problem (1) is of the form \( \exp(\alpha x + \beta t) \). As for (14), it results from using \( A = PA^{-1}P^T \) and the specified boundary conditions.

We focus on defining a semi-discrete method obtained by discretising (1) with respect to the spatial variable using the pseudospectral Chebyshev method. In the following the first-order \((n+1)\times(n+1)\) Chebyshev differentiation matrix associated with the collocation points \( 0 = x_0 < x_1 < \ldots < x_n = 1 \), with \( x_j = \frac{1}{2} \left[ 1 - \cos(j\pi/n) \right] \), \( j = 0,1,...,n \) will be denoted by \( D \). Also, if \( d_j(\exp(x,t))^T \) denotes the \( j^{th} \) column (resp., row) vector of matrix \( D \), we write

\[ D = \begin{bmatrix} I & \cdots & 1 & _T & 1 \end{bmatrix}, \]

Let \( D_1, D_2, \) and \( D_3 \) be matrices defined by

\[ D_1 = [d_2,...,d_n], \]

\[ D_2 = \begin{bmatrix} I & \cdots & 1 & _T & 1 \end{bmatrix}, \]

\[ D_3 = E^TDE, \]

with \( E = [e_2,...,e_n] \), where \( e_j \) is the \( j^{th} \) column of the identity matrix of order \( n+1 \).

We introduce the semi-discrete version of (1) obtained by discrete differencing using matrix \( D \). Then \( \mu = [\mu_0, \mu_1,...,\mu^n] \) denotes a vector of data at positions \( x_j, j = 0,1,...,n \), the first order differentiation matrix \( D \) gives highly accurate approximations to \( \mu'(x_j), \mu''(x_j),... \), simply by taking \( \mu'(x_j) = (D\mu)_j, \mu''(x_j) = (D^2\mu)_j \), and so on. Thus the formulae for the entries of \( D \) can be computed by the Chebyshev differentiation matrix matlab code given in \[1\].

A semi discrete Chebyshev approximation to (1) is provided by the system of \( n-1 \) ordinary differential equations:

\[ \frac{dV}{dt} = AV + b(t) \]

\[ V(0) = [f(x_1),...,f(x_n)]^T, \]

\[ V(t) = [\mu_1(t),...,\mu_n(t)]^T, \]

\[ A = \gamma D_1 D_1 - cD_3, \]

\[ b(t) = g_\alpha(t)D_2 - cE^T]l_1 + g_\beta(t)[yD_2 - cE^T]l_1 \]

If \( A = PAD^{-1} \) holds, the solution to the above initial value problem (2.1) is

\[ V(t) = P \left[ \exp(tA)w_0 + \int_0^t \exp(-A\tau)g_\alpha(\tau)l_1 d\tau w_1 \right] + \int_0^t \exp(-A\tau)g_\beta(\tau)l_2 d\tau w_2, \]

where \( w_0 = P^{-1}V(0), w_1 = P^{-1}[yD_2 - cE^T]l_1 \) and \( w_2 = P^{-1}[yD_2 - cE^T]l_1 \).
Finally the solution to the problem (1) follows as:

\[ V(t) = P(e^{\lambda t}w_0 + (Bt - A)^{-1}(e^{\lambda t} - e^{0})w), \]

where

\[ w = P^{-1}\left(\frac{gD_z - cE^T}{\mu^2}d_1 + e^a_d d_{a+1}\right). \]

IV. NUMERICAL EXPERIMENTS

In this section, we use the methods described earlier to solve three problems which are given as follows:

Problem 1

\[ \frac{\partial u}{\partial t} + 0.1 \frac{\partial u}{\partial x} = 0.02 \frac{\partial^2 u}{\partial x^2}, \quad 0 \leq x \leq 1, t \geq 0 \]

where the initial boundary conditions are defined such that the exact solution is

\[ u(x,t) = e^{1.177124344} 46770 x - 0.09t. \]

Problem 2

\[ \frac{\partial u}{\partial t} + 0.1 \frac{\partial u}{\partial x} = 0.01 \frac{\partial^2 u}{\partial x^2}, \quad 0 \leq x \leq 1, t \geq 0, \]

where the initial boundary conditions are defined such that the exact solution is

\[ u(x,t) = e^{9 x - 0.09t}. \]

Problem 3

\[ \frac{\partial u}{\partial t} + 3.5 \frac{\partial u}{\partial x} = 0.022 \frac{\partial^2 u}{\partial x^2}, \quad 0 \leq x \leq 1, t \geq 0, \]

where the initial boundary conditions are defined such that the exact solution is

\[ u(x,t) = e^{0.028547979} 1928 x - 0.09t. \]

For our numerical experiments, we let \( h = 0.025, \)
\( k = 0.001 \) and \( m = 5 \) for the Krylov subspace projection. We observe that the CPS’s accuracy for problem 1 is better than that of SM. RTA gives the least accurate solution when compared to SM and CPS. Thus we can conclude that for problem 1, the parameters defined on CPS gives very accurate approximation.

We note that the SM’s accuracy for problem 1 is more accurate than CPS. RTA gives the least accurate solution when compared to SM and CPS. Thus we find that for problem 2, the parameters defined on SM gives very accurate approximation.

We note that the RTA’s accuracy for problem 2.3 is more accurate than CPS and SM. SM gives the least accuracy compared to RTA and CPS at \( x = 0.5 \) and at \( x = 0.1, \) SM and CPS gives a mean absolute value relatively the same. Thus we see that for problem 3, the parameters defined on RTA gives good accuracy.

V. CONCLUSION

In this paper, we have studied three methods for solving the one-dimensional convection-diffusion equation. The first method, SM, consists of finding the solution of the system of ordinary differential equations which arises from discretisation of the convection-diffusion with respect to the spatial variable. The resulting exponential matrix term was approximated by a polynomial obtained by using a Krylov subspace method. We next studied the Chebyshev Pseudospectral Collocation method which is used from the spatial discretisation.
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### Table I
Comparison of SM, RTA and CPS's absolute errors at \( x = 0.1 \) and \( x = 0.5 \) for Problem 1

<table>
<thead>
<tr>
<th>Time ( t )</th>
<th>Absolute errors at ( x = 0.1 )</th>
<th>Absolute errors at ( x = 0.5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SM</td>
<td>RTA</td>
</tr>
<tr>
<td>1</td>
<td>1.2894e-005</td>
<td>6.5784e-004</td>
</tr>
<tr>
<td>2</td>
<td>3.7845e-007</td>
<td>2.5208e-005</td>
</tr>
<tr>
<td>4</td>
<td>5.0364e-008</td>
<td>2.1025e-006</td>
</tr>
<tr>
<td>5</td>
<td>5.2083e-008</td>
<td>2.1653e-006</td>
</tr>
</tbody>
</table>

### Table II
Comparison of SM, RTA and CPS's absolute errors at \( x = 0.1 \) and \( x = 0.5 \) for Problem 2

<table>
<thead>
<tr>
<th>Time ( t )</th>
<th>Absolute errors at ( x = 0.1 )</th>
<th>Absolute errors at ( x = 0.5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SM</td>
<td>RTA</td>
</tr>
<tr>
<td>1</td>
<td>8.3458e-006</td>
<td>2.3530e-002</td>
</tr>
<tr>
<td>2</td>
<td>1.9577e-005</td>
<td>4.1244e-002</td>
</tr>
<tr>
<td>3</td>
<td>2.4680e-005</td>
<td>2.2087e-004</td>
</tr>
<tr>
<td>4</td>
<td>3.0999e-005</td>
<td>2.7560e-004</td>
</tr>
<tr>
<td>5</td>
<td>3.8708e-005</td>
<td>3.4514e-004</td>
</tr>
</tbody>
</table>

**Error**

### Table III
Comparison of SM, RTA and CPS's absolute errors at \( x = 0.1 \) and \( x = 0.5 \) for Problem 3

<table>
<thead>
<tr>
<th>Time ( t )</th>
<th>Absolute errors at ( x = 0.1 )</th>
<th>Absolute errors at ( x = 0.5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SM</td>
<td>RTA</td>
</tr>
<tr>
<td>1</td>
<td>8.3458e-006</td>
<td>3.8701e-005</td>
</tr>
<tr>
<td>2</td>
<td>1.9577e-005</td>
<td>3.1223e-005</td>
</tr>
<tr>
<td>3</td>
<td>2.4680e-005</td>
<td>3.0136e-005</td>
</tr>
<tr>
<td>4</td>
<td>3.0999e-005</td>
<td>3.0111e-005</td>
</tr>
<tr>
<td>5</td>
<td>3.8708e-005</td>
<td>3.0133e-005</td>
</tr>
</tbody>
</table>

**Error**