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Abstract—In this paper, a model for an information retrieval system is proposed which takes into account that knowledge about documents and information need of users are dynamic. Two methods are combined, one qualitative or symbolic and the other quantitative or numeric, which are deemed suitable for many clustering contexts, data analysis, concept exploring and knowledge discovery. These two methods may be classified as inductive learning techniques. In this model, they are introduced to build “long term” knowledge about past queries and concepts in a collection of documents. The “long term” knowledge can guide and assist the user to formulate an initial query and can be exploited in the process of retrieving relevant information. The different kinds of knowledge are organized in different points of view. This may be considered an enrichment of the exploration level which is coherent with the concept of document/query structure.
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I. INTRODUCTION

INFORMATION Retrieval Systems (IRS) are essential tools in view of the large amount of information available to the user. An IRS is considered an “intelligent interface” between a user wishing to retrieve relevant documents, with respect to his information need, and a database. In general, the information need is expressed by a query and the database is presented as a collection of documents. The query may be complex and the documents of the database can be of various and evolving nature.

For a conventional IRS, an internal model of the user and the query is build. Documents are then analysed and indexed to build an internal representation of documents. Finally, the query representation is scored or matched against a single document representation to produce a ranked document list. The main examples in this context are the boolean model, the vector based model with the system SMART using tf×idf approach [19] [20] and the probabilistic model using probabilistic indexing [4][17].

To extend IRS capabilities techniques such us query-modification, human-interaction and other techniques which are related to the retrieving process, are introduced.

The query-modification is one solution to the issue of translating an information need into a query [7]. The query-modification can be made automatically or interactively to expand or to refine the query using various knowledge sources. Such sources include the relevance feedback provided by the user [10], the top ranked documents retrieved by the system [25] and the general purpose thesauri [23]. Combination of these different methods of query-modification can lead to more effective results [13].

Moreover, the query-modification approach attempts to resolve the problem of query complexity, albeit, partially. By this mechanism, it is possible for the system to acquire knowledge about the user. The latter may have different kinds of needs: precise, exploratory, thematic and connotative [3]. Thus, the IRS has to present information in several forms e.g.; lists, graphs, trees, lattices etc.

In addition to the techniques above, others are related to how to analyse and represent the content of the collection by exploiting relations existing between documents or concepts in the same document. Examples of these are: latent semantic indexing [6], generalized vector based model [12][15], inference networks with the system INQUERY [22] and 2-Poisson model with the system OKAPI [24]. Another technique is the hierarchical cluster-based ranking in which the query is not ranked against individual documents but against a hierarchical grouped set of documents clusters [16]. These techniques are suitable only for a static context of the retrieval, which is a limitation to treat dynamic information.

To perform a relevant retrieval, different kinds of related knowledge have to be considered and different operations have to be performed in a context that has to be maintained, updated and adapted to demands related to users and to the collection.

The problem that we are concerned with is to propose a model for an IRS that takes into account the complexity of the user query, by means of decomposing it in different points of view (keywords, authors, terms from the full text, citations, etc.). These points of view provide complementary means for accessing the collection. Also, we propose to consider documents from different angles and various structures. This approach can be advantageous to the user in the process of retrieving relevant information.

To take into account the evolving character of knowledge (about user and collection), we choose mainly to combine, a numeric and a symbolic methods which are suitable for different contexts of clustering and information synthesis. Both methods chosen are suitable for the process of machine learning which is necessary to introduce in an IRS, if we need to build a dynamic system. Conventional methods cited are without the ability of learning. Although, the probabilistic model introduces the learning, it is not in a profound way.

The machine learning process is able to build a “long term” knowledge which allows following the evolution of users’ interest and guides them.

The contribution of the model we propose is that it provides the user the means to make a preliminary search in past queries. The objective is to start the research by an initial query or by exploring the past queries organized in a
user friendly way. This is similar to Case Based Reasoning [5] or by analogy.

This step is meant to make an automatic or interactive query-modification. Contrary to the conventional query-modification which deals with documents, here we deal with queries. By analogy to document feedback, we call this step query feedback. This step is a surface analysis in which the system knowledge is memorized in the form of concepts related to queries by user(s) and/or by point of view. The second step is an in-depth analysis, invoked only if the user is not satisfied with the response obtained in the first step. In fact, it concerns the research in the collection. An intelligent synthesis of the collection has to be made to reduce the space of exploration and to exploit the relations between the different concepts treated in the collection.

The first section gives details about the model proposed. The second section is devoted to some experimental results related to the surface analysis step that illustrate the choice of Galois lattices rather than the Self Organizing Map for this step.

II. THE PROPOSED MODEL

The two principal components of an IRS are the documents and the user with his information need. Different type of knowledge may be elaborated about these two components: knowledge about users, information need, documents and domain concepts. Knowledge about the user may be related to a step in a research session, a complete session or several sessions. It is possible to classify this knowledge into:

--“Short term” knowledge associated to a step or different steps of one session. It is elaborated by synthesizing the user need and by updating it in an incremental manner.

--“Middle term” knowledge is elaborated by taking into account the user queries and his relevance feedback about documents. This form of knowledge is not usually used in IRS, it is generally pre-defined.

--“Long term” knowledge is related to a user centre of interest, clustering documents or incremental correction of indexing. This allows to build established knowledge about content of the collection.

The “short term” knowledge contributes to build the “middle” and the “long term” knowledge.

In addition to clustering documents, our objective is to introduce clustering queries to build this knowledge. Our objective is to improve the conventional model by proposing to the user, as alternatives, surface and in-depth analysis. Moreover, clustering queries/documents reduces considerably the space of search.

The surface analysis allows the user to explore validated queries which may have been previously modified. The objective is to help the user in the process of formulating his query. In surface analysis query-modification/feedback is expressed according to the following equation (1) adopted from the Rocchio equation [18]:

\[
q_{new} = \alpha q_{old} + \beta \sum_{\text{relquer}} w_i - \gamma \sum_{\text{nonrelquer}} w_i
\]

relquer corresponds to relevant queries.
nonrelquer corresponds to irrelevant queries.
\(\alpha, \beta, \gamma\) are parameters.

By exploring past queries in the form of lattices (query profiles), the user may gain useful information about similar subjects of interest. He, then, can select the appropriate terms and themes.

At this stage, we use the Galois lattices algorithm (symbolic machine learning) applied to queries. Here, the query is assumed to be a set of terms.

The theory of concept lattices was introduced to support user interface design [8][9] and to cluster documents in a context of information retrieval. Carpineto [2] named this technique concept lattice-based ranking. The advantages of this method are its theoretical assumption since it is based on mathematical foundation and its operational implementation.

The in-depth analysis relates to the exploration of documents by using clustering approaches. Our objective is to extend the exploration in case of surface analysis failure. Similar to surface analysis, the user can start with a query or by browsing information in the form of lattices (document profiles or user profiles). At this stage, we use Kohonen Self Organizing Map (SOM) (numeric machine learning) applied to documents. The main advantages of SOM are its robustness and its graphical interface for displaying a collection of documents. It was applied successfully for several classification tasks and exploited as a tool for knowledge discovery [11]. It was also applied to IR and to the context of classification documents [12][14].

In this work, the following assumptions are made:

--An information need is expressed under different points of view (keywords, authors, citations, abstracts, etc.) and it can be of different natures (precise, exploratory, connotative).

--A document profile is a result of clustering documents without taking into account the feedback of the user. Profiles of documents cover all documents of the collection.

--A user profile is a result of clustering documents, taking into account the feedback of the user. This knowledge covers parts of the collection.

--A query profile is a result of clustering past queries. For each query we associate a set of relevant documents. These profiles are evolving knowledge learned by the system on “short” or “long” terms. They may be considered as a memory associated to different sessions covering centres of interest of a user or shared centres of interest of a set of users (user profiles and query profiles).

The architecture of the proposed model is shown in Figure 1.
The classification step consists in providing for a given test query the relevant concept(s) in the lattice. To determine the relevant concept(s) we proceed by using the cosine measure (the normalized version) calculated between the vector of the test query formed by terms and the one corresponding to the intent part of a given concept according to the following equation (2):

\[
\text{Cosine}(\Omega_i, \text{IntC}_j) = \frac{\sum_{k=1}^{N} q_{ik} \cdot \text{IntC}_{jk}}{\sqrt{\sum_{k=1}^{N} q_{ik}^2} \cdot \sqrt{\sum_{j=1}^{N} \text{IntC}_{jk}^2}}
\]

\(\Omega_i\) represents the vector corresponding to the test query \(i\), \(\Omega_i = (q_1, q_2, \ldots, q_N)\).

\(\text{IntC}_j\) represents the vector associated to the intent part of the concept \(j\), \(\text{IntC}_j = (c_1, c_2, \ldots, c_N)\).

\(N\) represents the size of the description vocabulary of test queries.

The vectors are binary, in reality the frequency of terms per query is either 0 or 1 or 2.

A threshold according to the cosine value or a break value related to the number of relevant concepts can be used.

Recall and Precision are the two major criteria to evaluate the effectiveness of an IRS and of classification. To calculate Recall and Precision, we consider on the one hand, the test query with the associated set of the relevant documents (this information is given by the CRAN collection). On the other hand, we consider the set of relevant documents associated to the set of queries corresponding to the extent part of the relevant concept. We proceed us described by equations (3) and (4).

The F-measure [16] is a global measure that combines Recall and Precision, as described in equation (5).

\[
F = \frac{2 \times (\text{Recall} \times \text{Precision})}{\text{Recall} + \text{Precision}}
\]

By separating queries of the CRAN collection into two sets: test queries and learning queries, the vocabulary of each one can be altered with respect to the total vocabulary. Then, some adjustments have to be made.

B. Experimental Results

We have used the implemented version CLOSE [1] and the average of the F-measure to make comparisons between the results obtained.

Experiment 1

In the first experiment, we have partitioned the base in test queries and learning queries by reserving for the learning step queries having more terms. This is done, by assuming that they cover the majority of the vocabulary of
In this experiment, we have used the same set of test queries but we have separated the learning ones into two sets. The results obtained are shown in Table V.

We observe that the quality of the results presented in Table IV are better than those in Table V, in terms of percentage of classified test queries and the average of F-measure. This can be explained by the fact that in experiment 4 the learning set corresponds to the union of the learning sets of experiment 5. Moreover, we observe that the quality of classification depends on the proximity between number of terms of the test queries and those of the learning ones (see Table V).

C. Comparison with SOM

Our objective, here, is to check the advantage of using the Galois lattices for the classification applied to queries in the surface analysis instead of the Kohonen SOM.

The SOM is classified among competitive learning methods belonging to a class recognized as “Winner takes most”. The idea behind this method is to map (in a non linear process) an input data of n-dimensions onto two or three dimensional (2D, 3D) map of reference vectors. The algorithm uses a distance function to calculate the best match between the input data and the reference vector node and to update the node and it’s neighbourhood to reassemble the input data. At the end of the learning step, the reference vector of each class or node in the map plays the role of a representative of a class of individuals. The topographical

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>RESULTS OF EXPERIENCE 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of concepts in the lattice</td>
<td>725</td>
</tr>
<tr>
<td>Number of test queries</td>
<td>106</td>
</tr>
<tr>
<td>Percentage of classified queries</td>
<td>27%</td>
</tr>
<tr>
<td>(F-measure=0)</td>
<td>0.3</td>
</tr>
<tr>
<td>Average of F-measure</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE II</th>
<th>RESULTS OF EXPERIENCE 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of concepts in the lattice</td>
<td>461</td>
</tr>
<tr>
<td>Number of test queries</td>
<td>84</td>
</tr>
<tr>
<td>Percentage of classified queries</td>
<td>41%</td>
</tr>
<tr>
<td>(F-measure=0)</td>
<td>0.4</td>
</tr>
<tr>
<td>Average of F-measure</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE III</th>
<th>RESULTS OF EXPERIENCE 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of concepts in the lattice</td>
<td>658</td>
</tr>
<tr>
<td>Number of test queries</td>
<td>75</td>
</tr>
<tr>
<td>Percentage of classified queries</td>
<td>44%</td>
</tr>
<tr>
<td>(F-measure=0)</td>
<td>0.34</td>
</tr>
<tr>
<td>Average of F-measure</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE IV</th>
<th>RESULTS OF EXPERIENCE 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of learning queries</td>
<td>205</td>
</tr>
<tr>
<td>Number of test queries per query=6</td>
<td>86</td>
</tr>
<tr>
<td>Number of concepts</td>
<td>20</td>
</tr>
<tr>
<td>Percentage of classified queries (F-measure=0)</td>
<td>50%</td>
</tr>
<tr>
<td>Average of F-measure</td>
<td>0.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE V</th>
<th>RESULTS OF EXPERIENCE 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of learning queries</td>
<td>119</td>
</tr>
<tr>
<td>Number of test queries per query=8</td>
<td>119</td>
</tr>
<tr>
<td>Number of concepts</td>
<td>20</td>
</tr>
<tr>
<td>Percentage of classified queries (F-measure=0)</td>
<td>25%</td>
</tr>
<tr>
<td>Average of F-measure</td>
<td>0.44</td>
</tr>
</tbody>
</table>

the queries. We have chosen the threshold 9 of the number of terms: queries with number of terms ≥ 9 are used for the learning and queries with number of terms < 9 are used for the test. Results are presented in the Table I.

**Experiment 2**

In this experiment we have reversed our choice by reserving queries with the fewer number of terms for the learning and the larger number of terms for the test (queries with number of terms ≤ 9 are used for the learning and those with number of terms > 9 for the test). We obtain the results shown in the Table II.

**Experiment 3**

In this experiment we have proceeded randomly. The 150 first queries of the base are used for learning and the remaining 75 queries for the test. Results are presented in Table III.

From these experiments, it is observed that the classification results in the second experiment (see Table II) are better than those obtained in the first one (see Table I). This can be justified by the sparse character of the learning queries (with more terms) which served for the first experiment. Furthermore, the vocabulary that was used for the learning does not cover the vocabulary associated to the test queries. In the third experiment, we obtained intermediary results for the average of the F-measure and better percentage of classified queries (see Table III). In fact, we have mixed the queries, with different thresholds, that were used for the learning.

We carried out other experiments. In some, we have modified the threshold for choosing the queries used in the learning by reducing it. It was observed that the quality of results was degraded. This observation may be explained by the fact that the number of learning queries decreases, whereas the number of test queries increases. Consequently, the description vocabulary used for the learning step does not cover the one used for the classification. In other experiments, we have considered more than one relevant concept; we have observed an increase of the Recall and a decrease of the Precision and the F-measure.

**Experiment 4**

In this experiment, we have fixed the number of terms for the test queries, the rest is used for the learning. We have selected the threshold value of 6. Results are presented in Table IV.

**Table IV.** The test queries, the rest is used for the learning. We have observed an increase of the Recall and a decrease of the Precision and the F-measure.

Results are presented in the Table IV.
properties of the Kohonen map make possible the projection of an individual on the map.

A large size of the map gives more details and a small one gives more generalities, about classes generated.

**Experiment 6**

In this experiment, we have considered the same conditions of experiment 2. The learning step consists in generating the map. In our case, we have chosen to generate a 2D map (X:x; Y: X represents x axis and Y represents y axis). The test step consists in projecting test queries over the map, which determines the relevant class or classes.

The generation of the map is made by tools of the platform MultiSOM [12]. Recall and Precision are calculated by considering the test query and the set of queries corresponding to the relevant class (the nearest one).

Table VI shows that the results obtained using Galois lattice are of a better quality (see Table II) than those obtained using SOM.

<table>
<thead>
<tr>
<th>TABLE VI</th>
<th>RESULTS OF EXPERIENCE 6</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Map</td>
</tr>
<tr>
<td>queries over the map</td>
<td>7x7</td>
</tr>
<tr>
<td>Recall</td>
<td>0.21</td>
</tr>
<tr>
<td>Precision</td>
<td>0.03</td>
</tr>
<tr>
<td>Average of F-measure</td>
<td>0.06</td>
</tr>
</tbody>
</table>

**IV. CONCLUSION**

We have demonstrated that to obtain good results for classification of test queries, the system must learn enough through sufficient number of queries having different number of terms and are correlated. Moreover, the distribution of queries sizes (test queries and learning ones) must be homogeneous.

The added value of a surface analysis in an IRS is that it can be a way to assist the user in the query formulation and to expand the query automatically or interactively. It can also be a good alternative to the in-depth analysis.

The choice of Galois lattice was motivated by their symbolic character which is in coherence with the query representation and by their incremental aspect which responds to the evolving character of knowledge.

We have demonstrated that the Galois lattices give better quality results for queries classification (learning and testing) than the SOM.

Our future focus will be oriented to test the SOM applied to documents clustering by using tools of the MultiSOM platform.
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