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Abstract—Computerized lip reading has been one of the most actively researched areas of computer vision in recent past because of its crime fighting potential and invariance to acoustic environment. However, several factors like fast speech, bad pronunciation, poor illumination, movement of face, moustaches and beards make lip reading difficult. In present work, we propose a solution for automatic lip contour tracking and recognizing letters of English language spoken by speakers using the information available from lip movements. Level set method is used for tracking lip contour using a contour velocity model and a feature vector of lip movements as the only input and without using any speech recognition system in parallel. The approach used in this work is found to significantly solve the purpose of lip reading when size of database is small.
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I. INTRODUCTION

Lip reading is a complex art of observation to understand speech by visually interpreting clues from lip movements, eyes, gestures and tongue along with any knowledge available from context of discussion and language used. A lip reading system is used along with speech recognition system due to multi-modal nature of speech perception. The phenomenon demonstrating an interaction between hearing and vision in speech perception is known as McGurk - MacDonald effect [1]. Lip reading systems have several applications [2] which range from defense applications to use in car navigation [1]. Lip reading systems have several applications [2] which range from defense applications to use in car navigation [1]. Lip reading systems have several applications [2] which range from defense applications to use in car navigation [1].

One of the most fundamental tasks of any lip reading system is lip contour tracking and detection which requires accurate lip segmentation. Several methods have been proposed in the past for lip segmentation and lip contour detection. These can be classified as follows:

a) Model based methods - like active shape models [3]-[5], active appearance models [5, 6] and snakes: active contour models [7]. A model generally describes an object using certain landmark points which can be generated either manually or automatically [8, 9]. An active shape model describes the modes of variation in the shape of an object in terms of the Eigen values and Eigen vectors of a covariance matrix obtained by the difference of each shape in training database from mean shape. An active appearance model is used along with active shape model to describe the variation in gray level of the object using a normalized derivative profile of gray levels near the landmark points. Active contour models are based on minimization of cost functions which may involve computationally expensive algorithms. The performance of model based techniques is not satisfactory when applied on real world images due to little difference between lip and skin color.

b) Color based methods [10, 11] aim to increase the discrimination between lip and skin color using a transformation based on RGB color space. These methods are computationally efficient but do not yield satisfactory results on images with weak color contrast.

c) Level Set based methods were introduced by Osher and Sethian [12] to capture fronts moving with curvature dependent speeds. The level set represents a closed curve as zero level of a two dimensional embedding function and evolves with curvature dependent speed which is determined by the image content [13, 14]. Lip contour is given by the zero level set when the iterative procedure of level set evolution is complete.

When lip contour is obtained on first frame, next step involved is to track the contour on subsequent frames so as to obtain a numerical representation of lips, since such representations facilitate processing and statistical analysis. Object tracking algorithms largely fall into two categories [15]:

a) Filtering and Data Association algorithms are usually computationally complex and require prior information about the object. They involve use of Kalman filter or Particle filter for object tracking. Y. M. Kim [16] proposed the use of Scale Invariant Feature Transform (SIFT) features [17] and Kalman filter [18] for object tracking using Gaussian distribution to model the motion of the object. In this method, SIFT features of an object are stored which are then used to correct the location of the object predicted by using a Kalman filter. This method is computationally expensive since the SIFT features of an object have to be computed on each frame to perform
a match on next frame.

b) Target Representation and Localization algorithms are usually computationally efficient and involve methods like blob detection, optical flow, mean shift tracking, contour tracking and visual feature matching. Ying-li Tian et al. [19] and J. Chen et al. [20] proposed the use of a combination of lip color, shape, motion and structure information of mouth for lip tracking. A multi-state mouth model is used in [19] using different lip templates for each lip state: open, relatively closed and tightly closed. The technique proposed in [20] has the advantage to detect the lip feature points automatically and recover the feature points lost during tracking process. Accuracy of these methods depends on how well the object has been modeled.

Several methods have been proposed in the past for lip reading systems. A standard minimum distance classifier is used in [21, 22] for visual recognition of pre-stored labeled utterances of words. This system is extended to a continuous speech reading system using discrete HMM (Hidden Markov Model) by Goldschen [23]. A HMM similarity metric and a clustering algorithm are then used to determine distinct viseme groups. Pentland and Mase [24] used optical flow to estimate the velocities of left, top, right and bottom points of lip contour in video of mouth movement and then used principal component analysis and standard minimum distance classifier on three and four digit phrases. A probabilistic method of matching for lip reading digits is discussed in [25]. In this method a probabilistic sequence matching function automatically segments a test video and matches the most likely sequence digits recognized in the test sequence.

In this paper we propose a solution for automatic lip contour tracking and for recognizing characters of English language after lip contour is accurately detected on first frame. The method proposed in [14] for lip segmentation and lip contour detection is used in the present work for locating eye corner and center points to obtain an approximate location of lip region. Level set method is then employed to obtain lip contour by minimizing a cost function. The lip contour is enclosed within a rectangle and a velocity model is designed to obtain the position of this rectangle on next frame. The new position of rectangle gives a good approximation to begin the level set method so as to obtain the new lip contour. After lip contour is accurately tracked on all the frames, a feature vector is obtained to numerically represent lip movements for statistical analysis. Feature vectors for all the training videos of characters are stored in a database with properly labeled classes. While testing the system, feature vector of the test sample are obtained during run-time and distance weighted k nearest neighbor algorithm is used to find the best match.

The manuscript has been organized as follows: Lip contour tracking is discussed in Section II. Proposed method for visual character recognition is given in Section III. Experimental results are discussed in Section IV. Major conclusions of the work are presented in Section V followed by an appendix at the end.

II. LIP CONTOUR TRACKING

In present work, the input to lip reading system for training and testing purpose consists of a video with unobstructed view of speaker lip movements. Lip contour is first detected on the initial frame using the technique proposed in [14] which involves level set method. A level set may be defined as a set of points where the value of a function is constant. Since the boundary of object is given by zero level set, the value of this constant is taken as zero. The numerical representation of zero level set ($\Gamma$) in two dimensions is described by

$$\Gamma = \{(x, y) | \phi(t, x, y) = 0\}$$

where $\phi$ represents a two dimensional embedding function. The rate of change of function $\phi$ is zero on a level set because the value of $\phi$ is same at all the points on level set. Hence, a level set evolves in a direction normal to gradient (where rate of change is maximum) which is governed by a partial differential equation known as *Hamilton-Jacobi equation* [12] represented by (2), with $V$ representing the velocity function, determined by the image content.

$$\frac{\partial \phi}{\partial t} + V \cdot |\nabla \phi| = 0$$

![Fig. 1. Lip Contour (a) Isocontours formed during level set evolution superimposed on lip image. (b) Lip contour obtained after removing small contours.](image)

Lip contour obtained by level set method is shown in Fig. 1. It can be observed from Fig. 1(a) that a large number of small contours are formed along with a large contour during level set evolution due to changing topology. All these contours represent points of same height and are called isocontours. These small contours are removed to obtain accurate lip contour as shown in Fig. 1(b).

Small contours can be eliminated by identifying the following:

a) $A_n$ representing a set of all those points which lie on $n^{th}$ contour represented by $C_n$.

$$A_n = \{(x_i, y_j) | (x_i, y_j) \in C_n\}$$

b) $L_n$ representing the length of each contour is then obtained, which is given by cardinality of set $A_n$, i.e. $L_n = |A_n|$ giving the number of elements in a set.

c) All the contours other than one with maximum length are then deleted.
To track lip contour four characteristic points \(A(X_1,Y_1), B(X_2,Y_2), C(X_3,Y_3)\) and \(D(X_4,Y_4)\) are obtained as shown in Fig. 2(a). These points are chosen such that they completely describe a circumscribing rectangle. The coordinates of these points, with \(N\) representing the number of points on the contour, are as follows:

\[
X_1 = \min_{i,j=1}^{N} \{x_i | (x_i, y_j) \in C \} \\
X_3 = \max_{i,j=1}^{N} \{x_i | (x_i, y_j) \in C \} \\
X_2 = X_4 = \frac{X_1 + X_3}{2} \\
Y_1 = \{y_j | x_i = X_1 and (x_i, y_j) \in C \} \\
Y_3 = \{y_j | x_i = X_3 and (x_i, y_j) \in C \} \\
Y_2 = \{y_j | x_i = X_2 and (x_i, y_j) \in C \} \\
Y_4 = \{y_j | x_i = X_4 and (x_i, y_j) \in C \}
\]

(4) (5) (6) (7) (8)

It is observed from (6) that the \(x\) coordinates of points \(B\) and \(D\) are same, but these points lie on opposite side of line joining points \(A\) and \(C\). So, for \(x_1 = x_2\) there will be two corresponding values of \(y_j\), one less than \(Y_1\) and other greater than \(Y_1\). Therefore,

\[
Y_2 = \{y_j | x_i = X_2 and (x_i, y_j) \in C \} \\
Y_4 = \{y_j | x_i = X_4 and (x_i, y_j) \in C \}
\]

It is observed from (4) that the \(x\) coordinate of \(A\) is the maximum value of \(x\) among all points, and \(D\) is the minimum value of \(x\) among all points.

The lip contour so obtained is inscribed within a rectangle as shown in Fig. 2(b) with coordinates of rectangle as \(E(X_1,y_1), F(X_2,y_2), G(X_3,y_3)\) and \(H(X_4,y_4)\). These coordinates are obtained from the coordinates of characteristic points chosen on the contour. To obtain lip contour on next frame, position of its circumscribing rectangle is first approximated. It should be noted that the approximate location of circumscribing rectangle may not be same as its actual location. This approximation is done by using a velocity model. It is assumed that the lip contour does not move with more than a maximum velocity which can be different for horizontal and vertical directions. This is due to vertical motion of lips being more significant than horizontal motion. Further, higher the frame rate, lower will be the maximum velocity and vice-versa. This method does not require exact contour velocity because the approximate circumscribing rectangle only gives a starting contour from which exact lip contour is obtained by an iterative procedure.

Let the matrix \(X_n = [x_1, y_1, x_2, y_2]^T\) represent the left-top and right-bottom coordinates of circumscribing rectangle on \(n^{th}\) frame. Then the corresponding coordinates of approximate circumscribing rectangle on \((n+1)^{th}\) frame represented by \(X_{n+1}\) are given by

\[
X_{n+1} = \begin{bmatrix} x_1 \\ y_1 \\ x_2 \\ y_2 \end{bmatrix}_{n+1} = \begin{bmatrix} x_1 \\ y_1 \\ x_2 \\ y_2 \end{bmatrix}_n + \begin{bmatrix} -V_H \\ -V_V \\ V_H \\ V_V \end{bmatrix}
\]

(11)

where velocity model \(V_M = [-V_H, -V_M, V_H, V_M]^T\) and \(V_H\) and \(V_V\) are the maximum velocity of lip contour in horizontal and vertical direction respectively.

It is observed from (6) that the \(x\) coordinates of points \(B\) and \(D\) are same, but these points lie on opposite side of line joining points \(A\) and \(C\). So, for \(x_1 = x_2\) there will be two corresponding values of \(y_j\), one less than \(Y_1\) and other greater than \(Y_1\). Therefore,

\[
Y_2 = \{y_j | x_i = X_2 and (x_i, y_j) \in C \} \\
Y_4 = \{y_j | x_i = X_4 and (x_i, y_j) \in C \}
\]

It is observed from (4) that the \(x\) coordinate of \(A\) is the maximum value of \(x\) among all points, and \(D\) is the minimum value of \(x\) among all points.

The lip contour so obtained is inscribed within a rectangle as shown in Fig. 2(b) with coordinates of rectangle as \(E(X_1,y_1), F(X_2,y_2), G(X_3,y_3)\) and \(H(X_4,y_4)\). These coordinates are obtained from the coordinates of characteristic points chosen on the contour. To obtain lip contour on next frame, position of its circumscribing rectangle is first approximated. It should be noted that the approximate location of circumscribing rectangle may not be same as its actual location. This approximation is done by using a velocity model. It is assumed that the lip contour does not move with more than a maximum velocity which can be different for horizontal and vertical directions. This is due to vertical motion of lips being more significant than horizontal motion. Further, higher the frame rate, lower will be the maximum velocity and vice-versa. This method does not require exact contour velocity because the approximate circumscribing rectangle only gives a starting contour from which exact lip contour is obtained by an iterative procedure.

Let the matrix \(X_n = [x_1, y_1, x_2, y_2]^T\) represent the left-top and right-bottom coordinates of circumscribing rectangle on \(n^{th}\) frame. Then the corresponding coordinates of approximate circumscribing rectangle on \((n+1)^{th}\) frame represented by \(X_{n+1}\) are given by

\[
X_{n+1} = \begin{bmatrix} x_1 \\ y_1 \\ x_2 \\ y_2 \end{bmatrix}_{n+1} = \begin{bmatrix} x_1 \\ y_1 \\ x_2 \\ y_2 \end{bmatrix}_n + \begin{bmatrix} -V_H \\ -V_V \\ V_H \\ V_V \end{bmatrix}
\]

(11)

where velocity model \(V_M = [-V_H, -V_M, V_H, V_M]^T\) and \(V_H\) and \(V_V\) are the maximum velocity of lip contour in horizontal and vertical direction respectively.

Fig. 3 (a) shows approximate circumscribing rectangle obtained on next frame. Exact lip contour on this frame is obtained by numerically solving (2) by finite difference method on a Cartesian grid. This is achieved as follows:

a) A Cartesian grid of size \(L \times W\) is designed, where \(L\) and \(W\) are respectively the length and width of rectangle. The \(x\) and \(y\) coordinates on this grid vary from 1 to \(L\) and 1 to \(W\) respectively.

b) A 2D embedding function \(\phi\), described in (1) is initialized such that its zero level set gives a starting lip contour, assumed as an ellipse as shown in Fig. 3(b). The exact lip contour is given by zero level set of \(\phi\) through an iterative procedure. The ellipse with coordinates of center \((x_1, y_1) = (L/2, W/2)\) and \(a = L/2, b = W/2\) representing respectively the length of semi-major and semi-minor axis of ellipse, is described by

\[
\frac{(u - u_1)^2}{a^2} + \frac{(v - v_1)^2}{b^2} = 1
\]

(12)

Let \(f(u,v)\) be a function which is zero for all points \((u,v)\) lying on ellipse. Therefore,

\[
f(u,v) = \frac{(u - u_1)^2}{a^2} + \frac{(v - v_1)^2}{b^2} - 1 = 0
\]

(13)

\[
\phi(t, x, y)|_{t=0} = \frac{(x - x_1)^2}{a^2} + \frac{(y - y_1)^2}{b^2} - 1
\]

(14)
It should be noted that $\phi(t, x, y)$ is zero only when point $(x, y)$ lies on an ellipse and not for all points on the Cartesian grid. Fig. 4 gives a 3D plot of $\phi$ where $\phi(x, y)$ represents height at that point above $xy$ plane.

c) The level set evolves in an iterative way in a direction normal to gradient such that a cost function is minimized. The cost function with $G_\sigma$ representing a Gaussian kernel of standard deviation $\sigma$ and $I$ representing segmented lip image, may be taken as

$$g = 1/(1 + | \nabla G_\sigma * I|^2)$$

(15)

This cost function will be minimized as it is inversely proportional to gradient and acts as an edge stopping function with gradient being maximum at object edges.

d) The value of embedding function $\phi_{t+1}$ at any instant $(t+1)$ may be expressed as

$$\phi_{t+1} = \phi_t + l \frac{d\phi}{dt}$$

(16)

where $\phi_t$ is value at instant $t$ and $l$ is the gradient descent step size. The velocity function described by (2) can be expressed in terms of curvature $\kappa$ as

$$\frac{d\phi}{dt} = g\kappa | \nabla \phi | + g | \nabla \phi |$$

(17)

where $\kappa$ may be expressed [26] as

$$\kappa = \nabla | \nabla \phi | = \frac{\partial x \partial y - 2 \partial x \partial y \partial x \partial y + \partial y \partial y \partial x \partial x}{(\partial x \partial x + \partial y \partial y)^{3/2}}$$

(18)

The proof of (17) is given in Appendix. It should be noted that $t$ in above equations is artificial time or virtual time denoting process evolution and not actual time elapsed in the process. A small change $d\phi$ with respect to small time interval $dt$ can be expressed as

$$\frac{d\phi}{dt} = g\kappa | \nabla \phi | + g | \nabla \phi | + \frac{\partial y \partial \phi}{\partial x \partial x} + \frac{\partial x \partial \phi}{\partial y \partial y}$$

(19)

As the function $\phi$ evolves with time, the shape of its zero level set changes from an ellipse (shown in Fig. 3(b)) to exact lip contour. However, some numerical instabilities like very sharp or flat shapes may occur that may lead to computational inaccuracies and hence improper output. A traditional way to avoid this problem is to use re-initialization function so as to reshape $\phi$ periodically after a small number of iterations. Sussman, Smereka and Osher [27] expressed the re-initialization function as

$$\frac{\partial \phi}{\partial t} = S(\phi_0)(1 - | \nabla \phi |)$$

(20)

where $S(\phi_0)$, a sign function using initial value of $\phi$ (denoted by $\phi_0$) may be expressed as

$$S(\phi_0) = \frac{\phi_0}{\sqrt{\phi_0^2 + (\Delta x)^2}}$$

(21)

Later, Peng et al. [28] suggested $S(\phi)$ as

$$S(\phi) = \frac{\phi}{\sqrt{\phi^2 + (\Delta x)^2} | \nabla \phi |^2}$$

(22)

It is a better choice especially when $\phi_0$ is a poor estimate of signed distance, i.e., when $| \nabla \phi_0 |$ is far away from 1. Fig. 5 shows comparative results for lip contour obtained when (a) no re-initialization function is used (b) when lip contour is periodically reinitialized during evolution. It can be observed that periodical re-initialization of $\phi$ removes numerical instabilities and results in proper output. Fig. 6 shows a 3D plot of $\phi$ (a) before re-initialization and (b) after re-initialization.

Evolution of $\phi$ automatically stops when its zero level set reaches lip boundary because cost function is then minimized. This stopping condition can be computationally determined when the change in contour between two consecutive iterations is less than convergence criterion. In present work, this is taken as $| \phi_{t+1} - | \phi_t | | \leq 0.05$. When lip contour is accurately obtained on this frame, its characteristic points and circumscribing rectangle are obtained and the same procedure is followed to obtain lip contour on next frame.

III. VISUAL CHARACTER RECOGNITION

Visual character recognition is classified as a type of pattern recognition problem which requires statistical feature vector describing lip movements to determine the character spoken by speaker. In the present work, we propose a solution to this problem using distance weighted k-nearest neighbor (k-NN) algorithm using memory based learning. This is the simplest type of all machine learning algorithms as it does not need to learn a global model. Moreover, there is no explicit training.
step required. The training phase of the algorithm only consists of storing the feature vectors and class labels of the training samples in the database. The feature vector of test video is obtained during run time and the database is searched to find the best match.

A. Feature Vector

Lip reading requires a numerical representation of lips to facilitate processing and statistical analysis. Feature vector in general is an n-dimensional vector of numerical features that represent some object. Once lip contour is obtained on a frame, position of eight reflective markers is calculated on the contour on each frame of the video as shown in Fig. 7. Points 1, 3, 5 and 7 are the four characteristic points on the lip contour as obtained in sec. 2. Remaining four reflective markers are chosen as the mid points of two neighboring reflective markers. These reflective markers are transformed into four component feature vector. A feature vector thus signifies the distance between reflective markers. These markers are so chosen because the feature vector obtained can explain all possible variations in lip movements for lipreading: Second component of feature vector (FV2) gives vertical separation between markers on upper and lower lip and represents mouth opening, FV4 gives horizontal separation between left and right corner points on lips, FV1 gives vertical separation between markers in north-west and south-west quadrants and FV3 is analogous for this distance in north-east and south-east quadrants. Feature vector on each frame is divided by length of approximate circumscribing rectangle (shown in Fig. 3(a)) so as to avoid the effect of distance of speaker from camera. Feature vector is calculated on each frame for all the training videos and is stored in the database with properly labeled class.

B. k Nearest Neighbor

k-NN [29] is a type of memory based learning in which an object is classified based on the number of votes of its neighbors. The object is assigned to the class most common amongst its k nearest neighbors, where k is a positive integer. The training phase of the algorithm consists of storing the feature vectors and class labels of the training samples. Feature vector of the test sample are calculated in run-time. Euclidean distance from the new vector to all stored vectors are computed using (23) and k closest samples are selected. k-NN in general can use any other distance metric like Manhattan distance or Hamming distance.

\[
Dist(C_1, C_2) = \sqrt{\sum_{i=1}^{N} \sum_{j=1}^{4} (FV_{ij}(C_1) - FV_{ij}(C_2))^2}
\]

where \(C_1\) and \(C_2\) are respectively the test sample and training sample, \(N\) represents the total number of frames in a video, \(FV_{ij}\) represents the \(j^{th}\) component of feature vector on \(i^{th}\) frame. The test sample is assigned the class with highest frequency amongst k nearest neighbors. K must be an odd number so as to avoid voting ties. Large value of k is used when the training data is large and gives better probability estimates.

In Fig. 8, if \(k = 3\) test sample (?) is classified to the second class (B) because there are 2 B’s and only 1 A inside the inner circle. If \(k = 5\) it is classified to first class (3 A’s vs. 2 B’s inside the outer circle). A major drawback of this technique is that the prediction of new vector is dominated by classes with more frequent examples because more samples of these classes tend to come up in the k nearest neighbors. A solution to this problem is to use distance weighted k nearest neighbor. This takes into account the distance of each k nearest neighbors while predicting the class of new vector.
C. Distance Weighted k Nearest Neighbor

This approach is used to predict the class of a test sample by assigning more weight to nearer neighbor. The weight given to a training sample is inversely proportional to the Euclidean Distance between the training sample and test case.

\[ W_k = \frac{1}{\text{Dist}(C_k, C_{\text{test}})} \]  

Class labels of training samples are then arranged in decreasing order of weight and k highest weighted samples are selected. The total weight assigned to a class is equal to sum of weights of all samples belonging to that class present in the k samples selected as shown in Fig. 9. An advantage of using this approach is that it assigns more weight to nearer neighbors. However, large training sets require lot of memory and hence run time costs scale with training data size.

IV. RESULTS AND DISCUSSION

Lip reading system proposed in this paper has been implemented in MATLAB Ver. 7.0 on Intel Core 2 Duo CPU @2.53 GHz and 2 GB RAM. Videos of size 320x240 have been captured for training and testing the system using 2.0 megapixel autofocus Logitech Quickcam. Each video is captured for duration of two seconds at a frame rate of 15 frames/sec with JPEG image quality of 90% (i.e. 10% compression).

Fig. 10 shows the segmented lip region with initializing ellipse and exact lip contour obtained for two different mouth states: closed and wide open. It is observed from this figure that lip contour may be accurately obtained for both the extreme mouth states using this approach. Fig. 11 shows various stages of contour evolution. It can be noticed from the figure that the curve evolves from an ellipse and stops at lip boundary to give exact lip contour.

![Fig. 10. Lip segmentation and contour detection: (a) and (c) show segmented lip region and initializing ellipse when mouth is closed and open, (b) and (d) show lip contour obtained in the two cases.](image)

![Fig. 11. Lip contour at various stages of evolution.](image)

The step size (\(l\)) should be initialized to a small value so that the contour does not jump lip boundary. Similarly, the function \(\phi\) should be re-initialized after small number of iterations so that numerical instabilities do not continue further. Experiments for lip contour detection have been performed for different values of step size and number of iterations before re-initialization. We observed from the output obtained that lip contour deteriorates significantly with increasing step size and number of iterations before re-initialization as expected. Fig. 12 gives lip contour obtained for various step sizes. Effect of number of iterations before re-initialization can be observed from Fig. 13.
In present work, step size is taken as 1 and the surface is re-initialized after every 10 iterations. Standard deviation $\sigma$ of Gaussian kernel is taken as 1.2 for smoothing image. Lip contour maximum velocity in horizontal and vertical direction is chosen as $V_H = 5$ pixels/frame and $V_V = 10$ pixels/frame respectively. Therefore, velocity model obtained is $V_M = [-5, -10, 5, 10]^T$. Fig. 14 shows lip contour obtained on consecutive frames of a video.

Feature vectors are obtained on all frames for each training video and are stored in the database. The training set consists of five examples of each character spoken by different speakers (three males and two females). Fig. 15 shows a graphical representation of feature vectors of vowels. It can be observed from this figure that variation in feature vector of a character is similar even for two different speakers. Moreover, feature vectors of two different characters pronounced by same speaker differ significantly. For example: FV4 of character 'A' remains constant for some time and then increases slightly towards the end. On the other hand, FV4 of character 'O' remains constant throughout because there is very little or no vertical motion of lips while pronouncing 'O'. Similarly, FV1, FV2 and FV3 of character 'A' remain constant in the beginning, increase in the middle and finally decrease in the end. Therefore, we conclude that reflective markers (shown in Fig. 7) chosen in this work correctly represent variation in feature vector of characters and can distinguish between characters.

Experiments for visual character recognition have been performed for various values of $k$ for three different speakers (two males and one female). Results of these experiments are given in Table 1-5 with numbers in bracket denoting the error occurred. The error computed as inverse of weight assigned to a class (as explained in section 3.3) may be represented as

$$\text{Error} = \frac{1}{\text{Weight}_{\text{class}}} = \frac{1}{\sum_{i} \text{Dist}(i)}$$

It is observed from these tables that error occurring during character recognition decreases as $k$ increases. Moreover, using higher value of $k$ makes system less susceptible to noise. Therefore, higher value of $k$ should be chosen to minimize error. In present work, $k$ is taken as 9 and maximum acceptable error limit is set to 0.3. Although tables with $k = 5, 7$ and 9 provide same accuracy, $k = 9$ is preferred to provide least error for character recognition. Fig. 16 shows graphical representation of feature vector of test sample (A) and best matching character.

### Table I

<table>
<thead>
<tr>
<th>Test</th>
<th>Speaker 1</th>
<th>Speaker 2</th>
<th>Speaker 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>A (0.3845)</td>
<td>A (0.5498)</td>
<td>A (0.7233)</td>
</tr>
<tr>
<td>E</td>
<td>E (0.6269)</td>
<td>A (0.5928)</td>
<td>E (0.6161)</td>
</tr>
<tr>
<td>I</td>
<td>A (0.3998)</td>
<td>E (0.5636)</td>
<td>I (0.6908)</td>
</tr>
<tr>
<td>O</td>
<td>U (0.3697)</td>
<td>E (0.5643)</td>
<td>U (1.1407)</td>
</tr>
<tr>
<td>U</td>
<td>U (0.3551)</td>
<td>E (0.6821)</td>
<td>E (0.6732)</td>
</tr>
</tbody>
</table>

### Table II

<table>
<thead>
<tr>
<th>Test</th>
<th>Speaker 1</th>
<th>Speaker 2</th>
<th>Speaker 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>A (0.2082)</td>
<td>E (0.3403)</td>
<td>U (0.4152)</td>
</tr>
<tr>
<td>E</td>
<td>E (0.2176)</td>
<td>A (0.5928)</td>
<td>E (0.3352)</td>
</tr>
<tr>
<td>I</td>
<td>A (0.2157)</td>
<td>E (0.5636)</td>
<td>I (0.3567)</td>
</tr>
<tr>
<td>O</td>
<td>U (0.2059)</td>
<td>E (0.5643)</td>
<td>U (1.1407)</td>
</tr>
<tr>
<td>U</td>
<td>U (0.2163)</td>
<td>E (0.6821)</td>
<td>E (0.6732)</td>
</tr>
</tbody>
</table>

### Table III

<table>
<thead>
<tr>
<th>Test</th>
<th>Speaker 1</th>
<th>Speaker 2</th>
<th>Speaker 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>A (0.1522)</td>
<td>A (0.3108)</td>
<td>A (0.4105)</td>
</tr>
<tr>
<td>E</td>
<td>E (0.2176)</td>
<td>E (0.3455)</td>
<td>E (0.2456)</td>
</tr>
<tr>
<td>I</td>
<td>A (0.2157)</td>
<td>E (0.3318)</td>
<td>I (0.3587)</td>
</tr>
<tr>
<td>O</td>
<td>O (0.2059)</td>
<td>O (0.3740)</td>
<td>U (0.6024)</td>
</tr>
<tr>
<td>U</td>
<td>U (0.2163)</td>
<td>E (0.4135)</td>
<td>U (0.3869)</td>
</tr>
</tbody>
</table>

Accuracy(%) = $\frac{\text{CorrectMatch}}{\text{Total number of Samples}} \times 100$

For $k = 1$: Accuracy = $\frac{7}{15} \times 100 = 46.66\%$.
For $k = 3$: Accuracy = $\frac{7}{15} \times 100 = 33.33\%$.
For $k = 5$: Accuracy = $\frac{7}{15} \times 100 = 73.33\%$.
For $k = 7$: Accuracy = $\frac{7}{15} \times 100 = 73.33\%$.
For $k = 9$: Accuracy = $\frac{7}{15} \times 100 = 73.33\%$. 

Accuracy with k = 1: $7/15 \times 100 = 46.66\%$
Accuracy with k = 3: $7/15 \times 100 = 33.33\%$
Accuracy with k = 5: $7/15 \times 100 = 73.33\%$
Accuracy with k = 7: $7/15 \times 100 = 73.33\%$
Accuracy with k = 9: $7/15 \times 100 = 73.33\%$.
Fig. 15. Plot of normalized feature vectors obtained on each frame for vowels pronounced by one male and one female (Series 1, 2, 3 and 4 represent FV1, 2, 3 and 4 respectively).
In this paper, we have proposed a solution for automatic lip contour tracking using level set evolution with re-initialization function after lip contour is accurately obtained on initial frame. Visual character recognition is performed using distance weighted k nearest neighbor algorithm. In this method, more training examples of a class do not affect the output of the system. Experimental results show that the feature vectors obtained in this work can distinguish between characters. Moreover, the method proposed for character recognition will significantly solve the purpose of lip reading when the size of database increases. Artificial neural network can be used with greater computational efficiency. The accuracy of this system can be significantly improved by using a speech recognition system in parallel.

V. CONCLUSION

In this paper, we have proposed a solution for automatic lip contour tracking using level set evolution with re-initialization function after lip contour is accurately obtained on initial frame. Visual character recognition is performed using distance weighted k nearest neighbor algorithm. In this method, more training examples of a class do not affect the output of the system. Experimental results show that the feature vectors obtained in this work can distinguish between characters. Moreover, the method proposed for character recognition will significantly solve the purpose of lip reading when the size of database increases. Artificial neural network can be used with greater computational efficiency. The accuracy of this system can be significantly improved by using a speech recognition system in parallel.

APPENDIX

The basic idea behind level set method is to use surface evolution to track motion of a planar curve rather than tracking the curve movement itself. The velocity function (described by (2)) governing evolution of $\phi$ is designed from image data such that the curve stops at lip boundary. For this purpose, the velocity function is divided into two components as $V = V_A + V_G$ [30]. The first component $V_A$, known as advection term, is independent of geometry of curve. The second term $V_G$ depends on the geometry of level set function $\phi$. To obtain this component, we consider motion of curve only in self-generated velocity field [31]. Eq. 2 can be represented in vector form as

$$\frac{\partial \phi}{\partial t} + V_G \cdot \nabla \phi = 0$$  \hspace{1cm} (A.1)

Component $V_G$ can further be expressed as sum of two components, i.e., $V_G = V_n + V_T$, where $V_n$ and $V_T$ are components of velocity in normal and tangential direction respectively. Since $\tilde{N}$ and $\nabla \phi$ point in the same direction, the tangential component $\nabla \phi$ becomes zero. Substituting $\tilde{N} = |\nabla \phi|/\nabla \phi$ gives equation of curve evolution in self-generated velocity field as

$$\frac{\partial \phi}{\partial t} + V_n |\nabla \phi| = 0$$  \hspace{1cm} (A.2)

We consider the motion of curve by mean curvature in self-generated velocity field. In this case, the velocity of curve in normal direction is proportional to its curvature [31] and is assumed as $V_n = -\kappa \tilde{N}$ where $\kappa$ denotes curvature and $a$ is a constant. It should be noted that the curve shrinks when $a > 0$ and expands when $a < 0$.

The velocity function including both advection term and self-generated field is represented as $V = V_A - \kappa \tilde{N}$. This velocity function is multiplied by cost function $g$ (described in (15)). This is done so that contour velocity becomes close to zero in regions of high image gradient. In regions of constant intensity, cost function is close to unity thereby not affecting the velocity function. Substituting these values in (2), we obtain

$$\frac{\partial \phi}{\partial t} = (-V_A + \kappa \tilde{N})g|\nabla \phi|$$  \hspace{1cm} (A.3)

In present work, the variables $V_A$ and $a$ are initialized as -1 and 1 respectively so as to obtain the velocity function proposed in [30] for a shrinking surface. The evolution equation now reduces to the form

$$\frac{\partial \phi}{\partial t} = (1 + \kappa)g|\nabla \phi| = g\kappa|\nabla \phi| + g|\nabla \phi|$$  \hspace{1cm} (A.4)

The above equation can be substituted in expression of $d\phi/dt$ to obtain (19). This eq. helps us to obtain the change in evolving surface.
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